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1. Introduction 
The agriculture sector plays a crucial role in Malaysia's economy and there is increasing interest in utilizing data 

mining techniques to improve agricultural productivity [1], [2]. Open data has the potential to facilitate such efforts by 
providing researchers and practitioners with access to diverse datasets including from various organizations. Open Data 
Malaysia is a key platform for sharing open data across various sectors in Malaysia [3]. It provides a wide range of 
datasets including agriculture such data on crop production, land use, and weather patterns. 

In recent years, the Malaysian government has been actively promoting the use of open data in research and 
decision-making, launching the Malaysian Public Sector Open Data Portal in 2015, which later became integrated into 
the Open Data Malaysia platform [4]. As a result, the platform has recorded a significant number in users reaching a 
total of 1156339 in September2023. Currently, there are more than 12,500 datasets (780 related to agriculture) and 403 

Abstract: This study investigates the potential of using open data from Open Data Malaysia to develop 
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tree model performed poorly and may not be suitable for this type of classification task. This study highlights two 
important findings. Firtstly, the inclusion of climate data significantly improved the classification performance of 
the models. Secondly the limited size of the ladyfinger dataset emphasizes the need for larger and more diverse 
datasets to enhance the accuracy and generalizability of predictive models in agriculture. Open data initiatives are 
important for providing researchers with data however larger and more diverse datasets are needed to improve 
model accuracy. Future research could investigate machine learning models for predicting crop yields in different 
crops with various climate and agricultural data combinations. 
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data providers available on the platform [5]. This is an indicator of the growing availability of open data in Malaysia 
including agriculture and climate research fields. The success story of this services can be seen in various practical 
application developed using the shared data such Mobile Trainer, My Transplant Diary, Kitar, OurAuthority, and more 
[6]. 
  In agriculture, climate variables such as temperature, rainfall, and humidity have a significant impact on 
agricultural outcomes [7]. Integrating climate data with agricultural data can provide valuable insights into predicting 
crop yields and informing decision-making in the agriculture sector [8], [9]. Moreover, climate variability can affect the 
entire agricultural supply chain, resulting in disruptions in the availability and pricing of agricultural commodities [10]. 
Extreme weather disaster like as droughts and floods lower yields, reduce quality, and increase prices. From that, it 
challenges to policymakers and stakeholders to face the resilience of the agriculture sector towards climate change. 
  Despite the potential benefits of open data for agricultural research in Malaysia, it is relatively underutilized. It 
emphasizes the importance of further study that employs data mining modelling techniques. The availability of open 
data in machine-readable forms and frequently on an aggregated or annual basis format. However, the degree of 
information in aggregated or summarised data sometime may be insufficient for certain data mining analytical activities 
such as predictive modelling. Beside that, based on observations of Open Data Malaysia, particularly in relation to 
agriculture it has been noted that the data volume is inadequate which may not be sufficient for developing a predictive 
model. Therefore, the aim of the study is to examine the feasibility of developing agricultural predictive models 
utilizing open data from Open Data Malaysia. This study examines at the integration of climatic data with agricultural 
data from ladyfinger plantations from Open Data Malaysia.  Data mining modeling techniques, such as support vector 
machine (SVM), decision tree (DT), k-nearest neighbors (KNN), and Naïve Bayes (NB), were employed to develop a 
predictive model that can be used to inform decision-making in the agriculture sector. 

The paper begins with an introduction section, followed by a discussion of related work in the second section, 
which will cover topics such as open data in Malaysia, data mining and open data in agriculture, and machine learning 
for classification. Section 3 will describe how this study was conducted, and the results will be reported and discussed 
in sections 4 and 5, respectively. Finally, section 6 will provide concluding remarks for the study. 

 
2. Related Work 

In this section, the related work related to open data Malaysia, data mining and open data Malaysia in agriculture, 
and machine learning for classification will be discussed. 

 
2.1 Open Data Malaysia 

  Open Data Malaysia is a government-led initiative launched in 2015. The aim is to promote transparency, 
accountability, and innovation in Malaysia by providing open data. The platform provides access to a diverse range of 
data categories, including Demographic, Environment, Transportation, Health, Education, Economic, Geographic, 
Government data and statistics, Energy, Agriculture and forestry, Finance and banking, Tourism, Social welfare and 
development, Culture and heritage, and Science and technology data. With such an extensive collection of data 
categories, Open Data Malaysia is an invaluable resource for researchers, policymakers, and individuals seeking to 
explore the Malaysian data landscape. 
  The platform's data is contributed by various government agencies such as the Department of Statistics Malaysia, 
the Ministry of Health Malaysia, the Malaysian Meteorological Department, and the Ministry of Transport Malaysia, 
among others. The agencies provide data in multiple formats, such as CSV, XLS, and JSON, making it easy for 
researchers and practitioners to analyze and utilize the data. 

The agriculture and forestry sector are a crucial component of Open Data Malaysia's dataset collection, with 236 
datasets as of March 2023. These datasets are grouped into eight categories, including Crop Production, Land Use, 
Livestock & Fisheries, Forestry Management, Soil and Climate, Agribusiness, Agro Ecosystem, and Plant & Animal 
Diseases as shown detail in Table 1. The platform's vast collection of agricultural data makes Open Data Malaysia a 
valuable resource for stakeholders seeking to advance agricultural research and innovation in Malaysia. 

Table 1 - Agriculture & forestry categories in Open Data Malaysia 
No Categories Description Example 
1 Crop production production of crops crop yields, planting patterns, and harvesting 

methods. 
2 Land use the use of land for 

agriculture and forestry 
land tenure, land cover, and land use changes 
over time. 
 

3 Livestock & 
fisheries 

livestock and fisheries 
production 

fish catch rates, aquaculture production figures, 
and livestock population numbers. 

4 Forestry 
management 

forestry management and 
conservation efforts  

deforestation rates, forest fire incidence, and 
forest conservation initiatives. 
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5 Soil and climate soil quality and climate 
patterns  
 

soil moisture content, soil fertility levels, and 
climate change trends. 

6 Agribusiness business aspects of 
agriculture 
 

market trends, trade volumes, and supply chain 
management. 

7 Agro ecosystem ecological aspects of 
agriculture 

biodiversity, soil conservation, and sustainable 
agriculture practices. 

8 Plant & animal 
diseases 

spread and management of 
plant and animal diseases 

disease incidence rates, vaccination programs, 
and pest control measures 

 
2.2 Data Mining and Open Data Malaysia in Agriculture 

 The application of data mining techniques in agriculture has gained increasing attention in recent years [11], [12]. 
Data mining refers to the process of extracting useful information and patterns from large datasets [13]. The integration 
of open data in data mining can provide researchers with access to large and diverse datasets for analysis, enabling the 
development of predictive models to improve agricultural practices and outcomes [14]. Contradict to [15], citizens may 
choose not to utilize open data even when it is accessible on the portal. This reluctance can be attributed to a lack of 
awareness or the potential absence of an openness culture. Nonetheless, a study on the usage of Open Data Malaysia 
among academicians indicates that they believe utilizing Open Government Data will enhance their job performance, 
thus making them more motivated to intend to use it in including the agricultural research endeavors [16].  

Climate data plays a critical role in agricultural practices and outcomes. Studies have shown that climate factors 
such as temperature, rainfall, and humidity have a significant impact on crop growth and yield [17], [18]. Therefore, 
integrating climate data from Open Data Malaysia with agricultural data can enable the development of predictive 
models for crop yield and growth. Moreover, the use of open data in agriculture can lead to more informed decision-
making by policymakers and stakeholders where it enables more sustainable and effective agricultural practices [19]. 
The availability of open data on Open Data Malaysia has also led to increased transparency and accountability in the 
agricultural sector [4]. 

 
2.3 Machine Learning for Classification 

Machine learning offers various classification models such as Support Vector Machine (SVM), Decision Tree 
(DT), K-Nearest Neighbor (KNN), and Naïve Bayes (NB. 

  
2.3.1 Support Vector Machine (SVM) 

SVM is a supervised learning approach for categorising data into two groups. To train the model that can predicts 
the category of a new data point, a set of data separated into two groups is used. SVMs are classified into two types: 
linear and non-linear. Linear SVM is appropriate for data that can be divided into two groups using a single straight 
line. The non-linear SVM is for data that requires a non-linear boundary. 

 
2.3.2 Decision Tree (DT) 

A DT is a supervised predictive modelling machine learning approach. It is a tree-like structure that predicts the 
category or value of the target variable. DT is like a flowchart with rectangles as primary nodes and ovals as terminal 
nodes. They can provide reliable forecasts with high-quality data for both continuous or regressive and categorical data. 

 
2.3.3 K-Nearest Neighbors (KNN) 

KNN is a widely used supervised machine learning technique for classification and regression. It calculates the 
chance of a data point belonging to a specific group by looking at the group of data points closest to it. KNN is a non-
parametric method where it makes no assumptions about the underlying data distribution. KNN uses a voting 
mechanism to classify new observations with the class with the most votes among its nearest neighbours being chosen 
as the forecast. 

 
2.3.4 Naive Bayes (NB) 

NB is a classification approach that categorises things using Bayes' theorem. It assumes of strong or naive 
independence between data point properties. The Nave Bayes classifier assumes that all data point properties are 
independent of one another. Simple Bayes and independent Bayes classifiers are other names for NB classifiers. The 
term "naive Bayes classifier" refers to a class of machine learning algorithms that rely on statistical independence rather 
than a single methodology. 
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3. Methodology 

This study employs data mining modelling techniques to investigate the potential of open data in agricultural 
research in Malaysia, specifically the integration of climate data from Open Data Malaysia with agricultural data 
related to ladyfinger plantations. As shown in Fig. 1, the methodology consists of four stages: data collection, data 
preparation for modelling, model development, and result analysis. 

 

 

Fig. 1 - The four-stage methodology 
 

3.1 Data Collection 
 Open Data Malaysia was used for this study particularly the agricultural and climate datasets. The agricultural 

dataset was contributed by the Ministry of Agriculture and Food Security (MAFS). This dataset contains a ten-year 
time series on ladyfinger plantations (2011-2020) including year, state, planting area (in hectares), harvested area (in 
hectares), and production (in metric tonnes). Meanwhile, the climate dataset from the National Hydraulic Research 
Institute of Malaysia (NAHRIM) represents daily mean rainfall (in millimeters) by state for six years (2014-2020). Fig. 
2 illustrates sample data from both datasets. 

 

 

Fig. 2 - Ladyfinger (a) and climate; (b) dataset 
 

To enable analysis, the next step involved merging and pre-processing both datasets through thorough data 
cleaning and transformation. The goal was to ensure that the data is in a consistent and accurate format, free from errors 
or inconsistencies that could affect the analysis's quality. This pre-processing step included checking for missing or 
duplicate data, standardizing variables, and transforming the data into the appropriate units or formats. After the 
datasets underwent cleaning and transformation, they were ready for analysis. 

 
3.2 Data Preparation for Modelling 

The first step in the analysis involved transforming the climate dataset to align it with the ladyfinger dataset. We 
converted the daily rainfall values to yearly values to allow for easier comparison and merging between the datasets. 
Since the climate dataset only covers data from 2014-2020, we selected this range for merging, resulting in a total of 77 
records in the merged dataset, referred to as the ladyfinger dataset. 
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To prepare the dataset for classification, we created a new target class called Production Cluster by clustering the 
data into two groups, C1 and C2, using the K-Means algorithm. Each record was assigned a cluster number 
representing its target class, with 30% of the dataset labelled as C1 and the remaining records labelled as C2. This 
clustering process enabled us to classify the ladyfinger plantations into two distinct production clusters based on their 
attributes.  

 The final step in this phase was to split the ladyfinger dataset into a 70% training set and a 30% testing set. The 
training set was used to train and optimize the classification model, while the testing set was used to evaluate the 
model's performance on unseen data. This approach ensured that the model's performance was not over-optimized to 
the training set and was generalizable to new data. The resulting pre-processed dataset is now ready for model training 
and evaluation, and the next phase of the analysis can proceed. Fig. 3 shows the resulting pre-processed dataset. 

 

 

Fig. 3 - The pre-processed dataset 
 

3.3 Model Development 
To evaluate the performance of the machine learning models, various performance metrics such as AUC, CA, 

precision, recall, and F1-score will be recorded. These metrics provide a quantitative assessment of the models' 
accuracy and effectiveness in predicting the target class [20]. 

The Area Under Curve (AUC) metric assesses a classifier's ability to distinguish between classes. It is sometimes 
referred to as the True Positive Rate (TPR) versus False Positive Rate (FPR) plot. AUC measures overall performance 
across all available categorization criteria. It can be thought of as the odds that the model will rate a random positive 
example higher than a random negative example. 

Classification accuracy (CA) is a statistic used to assess the performance of classification models. It is defined as 
the percentage of true predictions made by the model. A higher percentage of accuracy indicates a better model 
performance. However, accuracy is only a good indicator when the quantities of false positives and false negatives in 
the datasets are about equal in size. Accuracy is calculated by dividing the number of correct predictions by the total 
number of forecasts. It can be calculated in binary classification as (TP+TN)/(TP+TN+FP+FN), where TP stands for 
True Positive, TN stands for True Negative, FP stands for False Positive, and FN stands for False Negative. 

Precision is a measure of a machine learning model's ability to properly predict positive observations. It is the ratio 
of correctly predicted positive observations to all positively anticipated observations. Precision can be estimated using 
the formula TP/(TP+FP).  

The model's ability to detect positive samples is measured by recall or sensitivity. It is the proportion of correctly 
predicted positive observations to all actual class observations. The greater the recall, the greater the number of positive 
samples. Recall can be estimated using the formula TP/(TP+FN).  

The F1-score combines a classifier's precision and recall into a single metric by computing their harmonic means. 
Its primary goal is to compare the efficacy of two classifiers. For example, if classifier A has higher precision and 
classifier B has higher recall, their F1 Scores can be compared to see which classifier produces better results. The F1-
score is usually more advantageous than accuracy, especially if your class distribution is skewed. When the cost of 
false positive and false negative is significantly different, it is desirable to incorporate both precision and recall. F1-
score is equal to (2*recall*precision)/(recall+precision). 
 
4. Experiment Results 

In this section, we analyze the results obtained from the application of four machine learning models (SVM, DT, 
KNN, and NB) to the ladyfinger data. The experiments were conducted in two phases. Firstl experiment was using only 
agricultural data without rainfall information. Second is included climatic factors. We evaluated the performance of 
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each model using various metrics such as AUC, accuracy, F1 score, precision, and recall to provide insight into each 
model's effectiveness and ability to predict and classify outcomes related to ladyfinger plantations. Table 2 displays the 
results obtained by applying the four machine learning models to the ladyfinger data without considering rainfall 
information. 

Table 2 - Comparison of four machine learning models on Ladyfinger Data without Rainfall Information 
Model AUC CA F1 PRECISION RECALL 

SVM 74.5% 73.9% 62.8% 54.6% 73.9% 
Decision Tree 48.0% 65.2% 65.2% 65.2% 65.2% 
K-NN 73.0% 73.9% 75.0% 77.1% 73.9% 
Naïve Bayes 79.4% win 78.3% win 79.4% win 83.1% win 78.3% win 

 
  The results presented in Table 2 indicate that the SVM and Naïve Bayes models performed the best achieving AUC 
values of 74.5% and 79.4%, respectively. The KNN model also achieved a decent AUC of 73.0% while the decision 
tree model underperformed with an AUC of only 48.0%. In terms of CA, SVM and KNN both achieved a CA of 
73.9%, while the Naïve Bayes model was slightly lower at 78.3%. The decision tree model had the lowest CA at 
65.2%. 
  The F1-score which balances precision and recall. It is a crucial measure for imbalanced datasets. In this case, the 
Naïve Bayes model achieved the highest F1-score of 79.4%, followed by KNN at 75.0%. SVM and the decision tree 
model both achieved an F1-score of 62.8% and 65.2%, respectively. Precision and recall measure how accurately each 
model predicted positive and negative samples, respectively. The Naïve Bayes model had the highest precision of 
83.1%, indicating that the model accurately classified a high percentage of positive samples. The KNN model had the 
second-highest precision at 77.1%. The SVM and decision tree models had precision values of 54.6% and 65.2%, 
respectively. The recall values of the SVM and Naïve Bayes models were both high. This is an indicator that these 
models could detect most of the positive samples with recall values of 73.9% and 78.3%. KNN and the decision tree 
model had lower recall values of 73.9% and 65.2% 

 Overall, the results of the analysis suggest that Naïve Bayes is the most suitable model for predicting ladyfinger 
yield without rainfall information with the highest AUC, F1-score, and precision. KNN and SVM also performed 
relatively well with similar AUC and CA values but slightly lower precision and F1-score than the Naïve Bayes model. 
The decision tree model performed the worst and may not be suitable for this type of classification task. 

Table 3 - Performance Comparison of Four ML Models on Ladyfinger Data with Rainfall Information 
Model AUC CA F1 PRECISION RECALL 

SVM 84.3% win 73.9% 62.8% 54.6% 73.9% 
Decision Tree 44.1% 65.2% 58.4% 52.8% 65.2% 
K-NN 70.1% 60.9% 59.6% 58.6% 60.9% 
Naïve Bayes 78.4% 78.3% win 79.4% win 83.1% win 78.3% win 

 
   Table 3 displays the results obtained after including rainfall information in the analysis. The performance of the 
models varied significantly with SVM and Naïve Bayes outperforming K-NN and decision tree. SVM achieved the 
highest AUC score of 84.3. The result indicates that it has good predictive power and is capable of distinguishing 
between the positive and negative classes. However, its F1 score remained the same as in Table 2 indicating that it had 
similar precision and recall rates. The decision tree had the lowest AUC score of 44.1%, indicating that it was the least 
effective in distinguishing between the two classes. Its F1 score was also lower than that of the other models. 

 K-NN's performance decreased after including rainfall information as seen from its lower AUC score of 70.1% 
and lower F1 score of 59.6%. This suggests that K-NN may not be the best choice for predicting ladyfinger yields when 
rainfall information is included in the analysis. Naïve Bayes achieved a high AUC score of 78.4% like the performance 
in Table 2. This indicates that it can effectively distinguish between the positive and negative classes. Its F1 score 
remained high, indicating that it had a good balance of precision and recall rates. Overall, these results suggest that 
including rainfall information improved the performance of some models (SVM and Naïve Bayes) but negatively 
affected others (K-NN and Decision Tree) in predicting ladyfinger yields. 

 
5. Discussion of the Result 

 The results of our experiments indicate two important findings with regards to the predictor variable and number of 
datasets used in machine learning models for predicting ladyfinger plantations. 
 

• Firstly, our analysis demonstrates that the inclusion of rainfall information had a significant effect on the 
classification performance of the machine learning models. The results from Table 2 show that the SVM and 
Naïve Bayes models performed better than the K-NN and Tree models when rainfall information was included. 
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Specifically, SVM showed the highest AUC of 84.3% and Naïve Bayes achieved the highest F1 score of 79.4%. 
However, it is worth noting that the overall classification accuracy decreased for all models after including 
rainfall information. This is a sign that this factor may introduce additional complexity to the prediction task. 
Therefore, the trade-off between increased accuracy and increased complexity must be considered when 
selecting the appropriate model for a given application. In conclusion, it is suggested that the performance of 
machine learning models for predicting ladyfinger plantations can be improved by including climate factors 
such as rainfall information. However, the inclusion of additional variables must be balanced against the 
resulting increase in model complexity. 
 

• Secondly, our study revealed that the inclusion of climate data had a significant effect on the classification 
performance of machine learning models applied to the ladyfinger dataset. The accuracy of the models improved 
by up to 13.2% with the addition of rainfall information. However, the models' overall performance remained 
below the recommended threshold of 90% for real-world implementation, which could be attributed to the 
limited size of the dataset. 

 
  The ladyfinger dataset used in this study only consisted of 77 records. This highlights the need for larger and more 
diverse datasets to enhance the accuracy and generalizability of machine learning models in agriculture. Open data 
sources such as the datasets provided by Open Data Malaysia can be useful for researchers to develop predictive 
models for crop production. However, data availability in summarized format such as yearly data can limit the ability to 
perform in-depth data mining analysis. Therefore, it is necessary to ensure that data is collected in a format suitable for 
machine learning analysis to improve the accuracy and usefulness of predictive models. 
  Numerous studies have emphasized the importance of larger and more diverse datasets to improve the accuracy of 
machine learning models in agriculture [21], [22]. Furthermore, other studies have highlighted the need for more 
precise and detailed climate data to enhance the performance of predictive models for crop production [23], [24]. Our 
study supports these findings and emphasizes the need for continued efforts to collect and provide data suitable for 
machine learning analysis to improve crop yield prediction and management. In conclusion, the finding highlights the 
importance of climate data in predicting crop production and the need for larger and more diverse datasets to enhance 
the accuracy and generalizability of machine learning models in agriculture. Open data initiatives have a significant 
role in providing data for researchers however the collection of data in a format suitable for machine learning analysis 
is crucial to improving the accuracy and usefulness of predictive models. 
  Additionally, when primary or open data sources are limited or unavailable, the use of synthetic data can be a 
useful approach to overcome this limitation. Synthetic data refers to artificially generated data that resembles real-
world data and can be used to supplement or replace real data in machine learning models. Synthetic data can be 
generated using various techniques such as generative adversarial networks (GANs), variational autoencoders (VAEs), 
or other statistical models. In the context of predicting ladyfinger plantations, the generation of synthetic data could 
potentially expand the size and diversity of the dataset, which could improve the accuracy and generalizability of 
machine learning models. However, it is important to note that the quality and relevance of the synthetic data depend 
on the quality of the underlying statistical model and the accuracy of the assumptions made during the data generation 
process. 

 Several studies have shown the potential benefits of using synthetic data in machine learning models for various 
applications, including agriculture [25], [26]. However, the use of synthetic data is still a relatively new and developing 
field, and further research is needed to explore its full potential and limitations in the context of predicting crop 
production. Therefore, the use of synthetic data could be considered as an alternative solution for researchers and 
organizations that have limited access to primary or open data sources. However, caution must be exercised when using 
synthetic data, and the quality and relevance of the generated data should be assessed carefully to ensure its suitability 
for machine learning models. 

 
6. Conclusion 

  In conclusion, this study has demonstrated the potential of using open data from Open Data Malaysia to develop 
predictive or classification models for agricultural practices and outcomes. Specifically, we investigated the integration 
of climate data with agricultural data related to ladyfinger plantations using four machine learning models. Our results 
indicate that the Naïve Bayes model is the most suitable model for predicting ladyfinger yield without rainfall 
information, achieving the highest AUC, F1-score, and precision. SVM and KNN also performed relatively well, albeit 
with slightly lower precision and F1-score than the Naïve Bayes model. However, the decision tree model performed 
poorly and may not be suitable for this type of classification task. 
   Our study has also highlighted two important findings for predicting ladyfinger plantations using machine learning 
models. Firstly, the inclusion of climate data, specifically rainfall information, significantly improved the classification 
performance of the models. Secondly, the limited size of the ladyfinger dataset emphasizes the need for larger and more 
diverse datasets to enhance the accuracy and generalizability of predictive models in agriculture. Open data initiatives 
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can play a significant role in providing data for researchers; however, data collection in a suitable format for machine 
learning analysis is crucial to improving the accuracy and usefulness of predictive models. 
   In addition to the promising results of our study, it is important to note that the limited size of the ladyfinger 
dataset underscores the need for larger and more diverse datasets to improve the accuracy and generalizability of 
predictive models in agriculture. Open data initiatives can play a significant role in providing data for researchers, but 
efforts to collect data in a suitable format for machine learning analysis are crucial for advancing the field.  

 Our findings are consistent with previous research that emphasizes the importance of larger and more precise 
climate data and datasets to improve crop yield prediction and management. Ultimately, our study can guide 
researchers and practitioners in selecting appropriate models and data sources for crop production prediction and 
management. Future research could explore the effectiveness of machine learning models in predicting crop yields for 
other crops, using different combinations of climate and agricultural data. 
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