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1. Introduction 

Artificial neural networks (ANN) are favoured by many researchers for vibration-based damage detection [1]-[3], as 

input and output nonlinear relationship parameters can be well established using the method. At the same time, the use 

of frequency domain data such as frequency response function (FRF) is also preferred [3]-[5], as it offers adequate 

dynamic features of a structure without the risk of information leakage. For this approach, Principal Component 

Analysis (PCA) is formulated to compress the FRF data size, as FRF comprises a huge data point’s number. 

Unfortunately, the compressed FRF data is still unable to deliver the exact damage information due to the missing 

dynamic features, while errors are still introduced into the damage detection procedure. These newly introduced errors 

causes by PCA process can be categorized as measurement errors [6], [7]. In addition, two principal uncertainties 

Abstract: The modern application of frequency response function (FRF) with artificial neural networks (ANN) 

has become one of the leading methods in vibration-based damage detection approach. However, since full-size 

empirically obtained FRF data is used as ANN input, a broad composition ANN input layer series would occur. 

Consequently, principal component analysis (PCA) is adopted to compress the FRF data magnitude. Despite this, 

PCA alone is unable to select the important FRF data features effectively, due to the exceedingly FRF data size 

in addition with existing uncertainties. Therefore, this study proposed the merger of a non-probabilistic analysis 

and ANN approach with PCA by considering the uncertainties effect and the inefficiency of using empirical FRF 

data. The empirical FRF data is obtained from a steel truss bridge structure. The results show that the PoDE 

values above 95% are measured at the particular executed damage locations and the DMI values show the 

damage severity at the actual damage locations. Overall, the results show that the proposed method is capable in 

considering the uncertainties effect on the empirical FRF data for structural damage identification. 

 

Keywords: Frequency response function, uncertainties, non-probabilistic, artificial neural network 

- 

http://penerbit.uthm.edu.my/ojs/index.php/ijie


Padil et al., International Journal of Integrated Engineering Vol. 13 No. 3 (2021) p. 207-214 

 
208 

including modelling error and measurement noise may intensify these errors effect and lead to inaccurate damage 

detection.  

Modelling error and measurement noise are the uncertainties from finite element (FE) model and real structural 

testing, respectively. Hence, these three sources of uncertainties including data compression errors, modelling errors 

and measurement noise are measured as the causes of inaccuracy in ANN predictions using compressed empirical FRF 

data. Therefore, to counter this drawback of uncertainties in the empirical FRF data, a non-probabilistic analysis with 

ANN approach is implemented. This implementation of non-probabilistic analysis is proven to be efficient in dealing 

with uncertainties problem in the modal updating method [8 - 9], modal data [10] and wavelet method [11].  

This paper examines the pertinence of the non-probabilistic analysis with ANN approach using compressed modal 

tested FRF data obtained from an empirical steel truss bridge structure with the consideration of uncertainties for 

vibration-based damage detection. On this subject, PCA is used to compress the empirically obtained FRF data. Then 

this compressed FRF data will be selected as a new damage index (DI) for the ANN input variable. Then, the elemental 

stiffness parameters (ESP) will be used as the ANN output variables. The interval analysis is expressed to quantify the 

uncertainties and produce the lower and upper bounds of the ANN input (DI) variables and output (ESP) variables. 

Hence, two ANNs model is designed to classify the uncertainties as upper and lower bounds. Possibility of Damage 

Existence (PoDE) is molded to localize the damage existence and damage measure index (DMI) is calculated to 

identify the severity of the damage. A lab scaled steel truss bridge is constructed and modal testing procedure is 

conducted to obtain the empirical FRF data. Based on the damage detection result of PoDE and DMI, it is exhibited 

that the pertinence of the non-probabilistic analysis through ANN approach on compressed empirical FRF data manage 

to identify the damage location and severity. 

 

2. Compressed FRF Data 

FRF is a complex number (consist of real and imaginary numbers) in term of frequency domain transfer function, 

which includes the magnitudes and phases of the domain. Hence, the FRF matrix [H(ω)] is designed as: 

 

[𝐻(𝜔)] = (−𝜔2[𝑀] + 𝑖𝜔[𝐶] + [𝐾])−1 (1) 

 

where M, C and K are mass, damping and stiffness, respectively. This study used the real numbers of FRF complex 

number to be the ANN input variables founded by Pradhan & Modak [12]. 

A new group of PCs which is the impartial variables in the P-dimensional space are acquired based on the 

orthogonal projections then converted from the focal variables of data in the H-dimensional space with P<H. These 

PCs are the eigenvectors of the covariance matrix hence categorized as parallel with one another. Reflecting the H(mxn) 

with m and n distinct vibration analysis, the loading of the Eigen decomposition can be multiplied correspondingly to 

create PCs, which given as 𝐻(𝑚×𝑟). Hence, the DI can be computed as: 

 

𝐻(𝑛×𝑟) = [𝐻(𝑚×𝑛)]
𝑇
[𝐻(𝑚×𝑟)] (2) 

3. Non-Probabilistic ANN  

The ANN is modeled using multilayer perceptron ANN of Levenberg-Marquardt back-propagation algorithm. 20 

hidden neurons and tangent sigmoid transfer functions are selected for input, hidden and output layers as described in 

Fig. 1. As mentioned earlier, DI (H) and ESP (α) are used as the ANN input and output variables respectively. In 

training phase, random damage cases of the truss structure (by reducing the ESP value) are created using the FE 

analysis. Meanwhile in testing phase, known elements of damage cases are generated accordingly. Stiffness reduction 

Factor (SRF) for every segment to characterizes the variations in the stiffness parameter can be expressed as 

 

 (3) 

 

where 𝛼𝑑 is the damaged ESP while 𝛼𝑢 is the undamaged ESP.  

To consider the uncertainties, the interval analysis is applied by specifying the input data upper and lower bounds. 

Then based on this input data, the output data upper and lower bounds can be formed. The interval at damage and 

undamaged condition of ESP (α) and DI (H) can be expressed as: 

 

[𝛼] = [𝐻] = ESP value lower bound (4) 

 

[𝛼] = [𝐻] = ESP value upper bound (5) 



SRF1
d
u
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Fig. 1 - ANN architecture of multilayer perceptron 

 
Therefore, every variable’s interval bound for can be derived as follows: 

 

𝐻𝑐
𝐼 = [𝐻𝐶

𝐼 , 𝐻𝑐
𝐼] = {𝐻𝑐1

𝐼 , 𝐻𝑐2
𝐼 , ⋯ , 𝐻𝑐𝑖

𝐼 }𝑇 , 𝐻𝑐𝑖
𝐼 = [𝐻𝑐𝑖

𝐼 , 𝐻𝑐𝑖
𝐼 ] (6) 

 

𝛼𝑐
𝐼 = [𝛼𝐶

𝐼 , 𝛼𝑐
𝐼] = {𝛼𝑐1

𝐼 , 𝛼𝑐2
𝐼 , ⋯ , 𝛼𝑐𝑘

𝐼 }𝑇 , 𝛼𝑐𝑘
𝐼 = [𝛼𝑐𝑘

𝐼 , 𝛼𝑐𝑘
𝐼 ] (7) 

 

where c, i, and k is the number of damage cases, frequency points, and segments of the structures respectively. Then, 

the output middle value is signified as: 

 

𝛼𝑐 = 𝑚(𝛼𝐼) =
(𝛼 + 𝛼)

2
 (8) 

 

where 𝛼 is the lower bound and 𝛼 is the upper bounds of the exact output value. 

The training and testing datasets of ANN will be formulated based on Eq. (4) – Eq. (8). Thus, two ANN of lower 

and upper bound formulations are computed as disclosed in Table 1. 

Table 1 - Input and output variables for ANN training and testing phase 

Model Training Input Testing Input Output 

ANN1 𝐻𝑐𝑖
𝐼𝑟 = 𝐻𝑐𝑖

𝐼𝑟 − 𝐻𝑐𝑖
𝐼𝑟(Ϝ𝐻) 𝐻𝑐𝑖

𝐼𝑒 = 𝐻𝑐𝑖
𝐼𝑒 − 𝐻𝑐𝑖

𝐼𝑒(Ϝ𝐻) 𝛼𝑐𝑘 

ANN2 𝐻𝑐𝑖
𝐼𝑟 = 𝐻𝑐𝑖

𝐼𝑟 + 𝐻𝑐𝑖
𝐼𝑟(Ϝ𝐻) 𝐻𝑐𝑖

𝐼𝑒 = 𝐻𝑐𝑖
𝐼𝑒 + 𝐻𝑐𝑖

𝐼𝑒(Ϝ𝐻) 
𝛼𝑐𝑘 

*Ir is the training phase and Ie is the testing phase interval while Ϝ is the uncertainty level for the input 

variables 

 

By associating the vectors of the ESP interval bounds (outputs of ANN1 and ANN2), the PoDE can be measured as: 

 

𝑃𝑜𝐷𝐸 = 𝑝𝑜𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦(𝛼𝑑𝑘 < 𝛼𝑢𝑘) =
𝐴𝑑𝑎𝑚𝑎𝑔𝑒

𝐴𝑡𝑜𝑡𝑎𝑙
× 100% (9) 

 

Using PoDE alone for damage detection will not provide the assessment of the damage since it will only deliver the 

location of the damage. Thus, DMI is employed to quantify the damage severity by multiplying the SRF by PoDE as: 

 
 (10) 

 

4. Example: Truss Bridge System 

Fig. 2 shows the fabricated and tested steel truss bridge structure with steel member type of 150UB14 that used to 

obtain the empirical FRF data. The dimension of the structure is stated in Fig. 3 where the length for each element is 

250mm and the whole truss size are 5000 mm x 1000 mm x 866 mm. The density of the truss, ρ is equal to 7850kg/m2 



DMI  SRFPoDE
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and modulus of elasticity, E is 2.0e11Pa. The truss structure is modeled out of 185 beam elements. Every girder and 

web bar consists of four elements, and each diagram bar in the lateral direction consists of three elements. However, for 

the purpose the proposed approach, the truss elements is later grouped into 49 segments where for the web and girder 

bars, four elements are classified as one segment and for the diagram bars, three elements are classified as one segment. 

The segmentation number is stated in Fig. 3. To conduct the modal testing, one sensor is placed perpendicular towards 

the middle of segment 3 on the truss. The joints for each segment are rigid and the support system is fixed at four end 

of the lower main beam.  

To validate the proposed method, three damage scenarios are forged as stated in Table 2. The damage scenarios 

are introduced by piercing the member as presented in Fig. 4. The damage is organized by naming the cutting size for 

the main girder bar as M1 (10 x 75 mm) and M2 (20 x 75 mm), and for the web bar as W1 (10 x 75 mm). The damage 

segments are selected based on the forces acting on its member. Damage M1 and W1 are in compression whereas M2 is 

in tension hence this condition will represent different damage on different member types. Thus, the ability of the 

proposed method can be intensified.  

 

  

Fig. 2 - Laboratory scaled steel truss bridge structure 

 

 

Fig. 3 - Segmentation, dimension, meshing and sensor position of the truss 
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Table 2 - Damage scenario 1, 2 and 3 location and severity 

Segment 
Damage scenario 

Segment 
Damage scenario 

1  2  3  1  2  3  

1 - - - 26 - - - 

2 - - - 27 - - - 

3 - - - 28 - W1 W1 

4 - - M2 29 - - - 

5 - - - 30 - - - 

6 - - - 31 - - - 

7 M1 - M1 32 - - - 

8 - - - 33 - - - 

9 - - - 34 - - - 

10 - - - 35 - - - 

11 - - - 36 - - - 

12 - - - 37 - - - 

13 - - - 38 - - - 

14 - - - 39 - - - 

15 - - - 40 - - - 

16 - - - 41 - - - 

17 - - - 42 - - - 

18 - - - 43 - - - 

19 - - - 44 - - - 

20 - - - 45 - - - 

21 - - - 46 - - - 

22 - - - 47 - - - 

23 - - - 48 - - - 

24 - - - 49 - - - 

25 - - -         

 

 

Fig. 4 - Executed damaged condition of truss members 

 

M1 

M2 

W1 
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5. Modal Testing and Damage Detection 

To obtain the empirical FRF data, modal testing procedure is conducted with one impact hammer and one sensor 

(184 ICP acceleration sensor). The impact hammer is excited at the horizontal beam of segment 43 and the sensor is 

placed at the main girder beam of segment 3 as shown in Fig. 3. Every damage scenario will have different modal test. 

As mentioned earlier, ANN training phase is conducted to establish the ANN baseline. The ANN is trained using 1200 

random damage cases generated by the FE analysis of the truss structure. To avoid over fitting, early stopping method 

is implemented on the ANN model. Hence, the data is divided into the ratio of 6 to 4 for training and validation 

respectively. The frequency is measured from 0Hz to 400Hz with 512 points. The ANN input variables for the training 

phase are the PCA compressed FRF that are reduced from (512 x 1200) to (90 x 1200) matrix. Meanwhile for the 

testing phase, the ANN input variables FRF is compressed from (6320 x 3) to (90 x 3) matrix. Both phases are having 

the ESP values of each segment as the ANN output variables.  

The proposed non-probabilistic method for damage detection is implemented once the ANN baseline model is 

established. The uncertainties level including data compression errors, modelling errors and measurement noise is 

assumed to be 5%. Then, the PoDE and DMI values are measured based on the uncertainties assumption. Based on the 

proposed method, the PoDE values are shown in Table 3 and the DMI values are presented in Fig. 5, Fig. 6, and Fig. 7. 

The results of PoDE and DMI of the three damage scenarios demonstrate that the highest values of PoDE and DMI are 

at the exact location of executed damage. For instance, the damage segment for scenario 1 is at segment 7 and the 

PoDE value of the damage detection is 97.75% perceived at segment 7 where the exact executed damage is located. A 

similar trend is detected for scenarios 2 and 3, where the damage segments are segments 28, 4 and segments 7, 28 for 

scenario 2 and scenario 3 respectively. The PoDE values are observed at the highest above 95% acquired at the exact 

performed damage locations. The damage severity for scenario 2 and scenario 3 are presented by the DMI values at the 

executed damage locations. These findings indicate that the proposed method is able to localize the damage as well as 

can provide the damage severity under the effect of uncertainties including the data compression errors, modelling 

errors and measurement noise in the empirical FRF data.  

Table 3 - PoDE of damage scenario 1, 2 and 3  

Segment 
Damage scenario, PoDE (%) 

Segment 
Damage scenario, PoDE (%) 

1 2 3 1 2 3 

1 28.20 0.15 17.88 26 2.69 12.06 15.37 

2 4.24 0.00 2.29 27 11.68 18.95 28.10 

3 7.14 16.63 9.42 28 5.69 97.62 99.01 

4 12.16 13.91 99.85 29 2.80 18.46 2.71 

5 9.67 29.81 7.09 30 29.20 18.30 45.74 

6 11.81 26.65 9.59 31 43.17 5.18 0.00 

7 97.75 7.81 100.00 32 1.55 9.04 1.81 

8 32.24 2.80 3.85 33 0.00 11.71 0.00 

9 14.99 0.00 3.36 34 16.72 6.53 3.77 

10 35.96 7.11 6.88 35 10.62 0.00 0.00 

11 51.86 3.26 31.96 36 37.24 0.00 24.07 

12 0.00 16.12 3.09 37 19.81 23.02 7.61 

13 14.90 0.00 5.44 38 8.97 4.39 28.91 

14 0.00 26.92 40.76 39 3.95 28.41 7.18 

15 5.38 19.04 0.00 40 0.00 10.78 9.51 

16 43.24 6.89 0.00 41 0.00 0.00 6.80 

17 0.00 6.07 0.00 42 5.27 0.00 25.48 

18 8.35 0.00 3.13 43 3.79 0.00 22.40 

19 13.32 15.64 32.51 44 26.91 6.07 6.78 

20 17.34 0.00 10.56 45 12.28 19.44 0.00 

21 39.09 4.48 1.10 46 14.79 2.25 34.45 

22 0.00 17.63 9.00 47 0.00 12.53 0.00 

23 0.00 19.09 2.35 48 11.77 11.27 0.00 

24 6.05 2.83 9.08 49 0.00 16.15 0.67 

25 39.93 8.20 26.65     
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Fig. 5 - Scenario 1 damage measure index (DMI) 

 

 

Fig. 6 - Scenario 2 damage measure index (DMI) 

 

 

Fig. 7 - Scenario 3 damage measure index (DMI) 

 

6. Conclusion 

This study proposed a merger of non-probabilistic analysis with ANN approach to consider the uncertainties effect 

on compressed empirical FRF data in vibration-based damage detection. The non-probabilistic analysis applied the 

concept of interval analysis approach by considering the uncertainties with the lower and upper bounds intervals. The 

damage location and severity are defined by measuring PoDE and DMI respectively. The empirical FRF data is 

obtained by modal testing procedure conducted on experimental model of a steel truss bridge. To compress the large 

size of the empirical FRF data, PCA is formulated to extract the important features of the structural damage condition. 

Three damage cases are executed to verify the proposed method. Based on the results of PoDE and DMI, the proposed 

method is efficient in considering the uncertainties effect on empirical FRF data under short computational time. The 

highest PoDEs above 95% are observed at the exact executed damage location and the damage severity is quantified at 

the exact performed damage location using DMI formulation. 
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