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1. Introduction 
Electrical energy has become a necessity for society; almost all devices used in everyday life require electrical power. 

Generally, the use of these electronic devices is still controlled manually [1][2]. To turn on and turn off an electronic 
device, users must interact directly with the device, such as pressing the power button, plugging, or disconnecting the 
cable to the socket. However, due to user negligence, sometimes some electronic devices that are not in use forget to turn 
them off. So that, without realizing it, can lead to an increase in monthly electricity bills or a waste of electricity quota 
[1][3]. 
Another example is in an office area. For example, electronic devices that are no longer in use will always turn on 
accidentally. That problem is caused by user negligence in using electronic devices unwisely. As a result, the monthly 
electricity bill exceeds the set budget. 
 
To improve the efficiency of the use of electrical energy, a management system and load sharing of daily electronic 
devices are adjusted to the user's electricity cost target each month. In this system, the price per kWh of electricity is 
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adjusted according to the building class by referring to the provisions of the state electricity company in Indonesia. 
According to building type in Indonesia, the tariff for electricity usage has special rules according to the data applied by 
the Ministry of Energy and Mineral Resources in 2021. Therefore, in determining the cost of electricity consumption, 
each kWh corresponds to the class of the building. Building groups are divided into several types, namely small 
households, medium households, large households, medium businesses, large businesses, medium industries, large 
industries, and offices. The kinds of groups, of course, have different prices for each kWh according to the size of the 
building. Therefore, this building data collection is used to calculate the cost per kWh is more accurate and more 
accessible according to user needs [4]. 

The system was created in the form of a website to limit the use of electrical energy by optimizing device scheduling. 
The method used is the Genetic Algorithm to calculate the duration of use of each electrical device so as not to exceed 
the predetermined monthly budget limit. This method will provide a recommended number of operating hours per day 
for 30 days for each electrical device that has been registered in the system. Genetic algorithms can optimize complex 
problems and vast search space, so it is very suitable for cases with a wide variety of solutions, such as this case. A 
genetic algorithm is also one of the accurate optimization algorithms because in finding a solution, this algorithm will 
look for the most optimal value or repeat the calculation until it gets the best deal. In this study, there are 5 steps: 
initialization of the population with the data used is data from user input, chromosome evaluation to determine fitness 
values, chromosome selection to determine parental values, and the crossover is a cross between selected parents and the 
last is the mutation process. Finally, change the gene so that the gene value is not equal to zero [5][6]. 

In previous studies, device scheduling has been carried out to save electrical energy by adjusting the operating hours 
of household appliances to reduce costs to a minimum with price variations based on time. Several techniques have been 
used; the first is linear programming in scheduling electrical devices without considering uncertainty. The second is the 
stochastic scheduling technique modeling stochastic energy consumption patterns on electrical devices used [7]. 
Furthermore, using mathematical calculations, the home energy management system (HEMS) divides the types of 
electrical device categories into interruptable/uninterruptible and adjustable/unregulated power. 
Using the Mixed-Integer Nonlinear (MINL) approach, this system can perform optimal scheduling by considering the 
level of user comfort [8]. The following system is real-time electrical scheduling (RTES) for managing the use of 
electrical energy in smart homes. The system aims to minimize cost payments by optimally scheduling intelligent 
appliances with a rolling 24-hour horizon using genetic algorithms but without the limitation of monthly electricity bill 
targets and electricity tariff differences for each building [9]. 

The solution for this case, we created a web-based software system that allows users to manage, monitor, and control 
the use of electrical energy automatically using priority queue algorithms and genetic algorithms. Thus, electricity 
consumption can be more efficient and controlled, and the monthly electricity bill target can be met. Furthermore, 
scheduling electrical devices from this method will be sent to Antares as an IoT Platform and forwarded to every 
connected IoT device. 
 
2. Methodology 

Figure 1 shows the system overview in this research. The system is designed to send data to Antares rather than 
passing it on to the hardware. Data from the database will be displayed first through the website; then, the data will be 
processed with Genetic Algorithms using the Python programming language. Then the results from the Genetic 
Algorithm will be saved into the database and displayed again on the website. Finally, the results from the system already 
stored in the database will be sent to Antares. Website made for controlling used electronic devices. A Genetic algorithm 
is used to calculate and provide solutions parameters that the user has entered the website. For example, this method will 
provide recommended hours of use for each electronic device for each day inputted to fulfill the amount of electricity bill 
desired by the user. 
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Fig. 1 - General system overview 
 
2.1 Priority Queue Algorithms 

A priority queue is a form of a data structure based on queue structure [10]. The priority queue has three types of 
priority, namely high, medium, and low [11]. A priority queue is generally followed by several sets of instructions, such 
as insert and delete, and looks for a maximum or minimum value [12]. This algorithm can be run in parallel to achieve 
high execution time speeds of a data structure [13]. The priority queue algorithm works based on the Higher Priority In 
First Out (HPIFO) principle, where the work with the highest priority will be completed first [14]. There are two types 
of priority queue algorithms, namely: 

● Ascending Priority Queue, where data is sorted with increasing priority. 
● Descending Priority Queue, where data is sorted with decreasing priority. 

 
In addition, there are two fundamental operations used to change data in the priority queue algorithm, namely: 

● Enqueue, namely the process of adding data to the end of the data sequence [15][16]. 
● Dequeue, which is the process of deleting data at the beginning of a data sequence [15][16]. 

The system flowchart, as shown in Figure 2, explains how this system works. First, the user will enter electronic device 
data and token data on the website. Next, data that the user from the website has entered into the database will be 
displayed. Then the data is processed with the priority queue algorithm using the Python programming language. In this 
algorithm, the available token data will be compared with the power requirements of each device; if the power is found, 
then the device will be given a status. Otherwise, the system will turn off the lower priority device then will compare the 
token data back with the device power requirements. If the token is fulfilled, then the device will be given the status on; 
if it still does not complete, then the device will be given the off status. Then the results of the status of each device will 
be saved into the database and displayed again on the website. Finally, the results from the system already stored in the 
database will be sent to Antares. This process is run every 24 hours. 
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Fig. 2 - Priority queue flowchart 

Table 1 - Rules system 

Indicator Indicator Variable Rule Rule Variable 
Token meets power requirements A IF A AND C THEN M A1 

Token does not meet power 
requirements B IF B AND C THEN N A2 

Power loads P1 C IF A AND D THEN O A3 
Power loads P1+P2 D IF B AND D THEN P A4 

Power loads P1+P2+P3 E IF A AND E THEN Q A5 
Power loads P1+P2+P3+P4 F IF B AND E THEN R A6 

Power loads P1+P2+P3+P4+P5 G IF A AND F THEN S A7 
Power loads P1+P2+P3+P4+P5+P6 H IF B AND F THEN T A8 

Power loads P1+P2+P3+P4+P5+P6+P7 I IF A AND G THEN U A9 
Power loads 

P1+P2+P3+P4+P5+P6+P7+P8 J IF B AND G THEN V A10 

Power loads 
P1+P2+P3+P4+P5+P6+P7+P8+P9 K IF A AND H THEN W A11 

Power loads 
P1+P2+P3+P4+P5+P6+P7+P8+P9+P10 L IF B AND H THEN X A12 

Device with priority 1 turn on M IF A AND I THEN Y A13 
Device with priority 1 turn off N IF B AND I THEN Z A14 

Device with priority 2 turn on O IF A AND J THEN AA A15 
Device with priority 2 turn off P IF B AND J THEN BB A16 
Device with priority 3 turn on Q IF A AND K THEN CC A17 
Device with priority 3 turn off R IF B AND K THEN DD A18 
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Device with priority 4 turn on S IF A AND L THEN EE A19 
Device with priority 4 turn off T IF B AND L THEN FF A20 
Device with priority 5 turn on U     
Device with priority 5 turn off V     
Device with priority 6 turn on W     
Device with priority 6 turn off X     
Device with priority 7 turn on Y     
Device with priority 7 turn off Z     
Device with priority 8 turn on AA     
Device with priority 8 turn off BB     
Device with priority 9 turn on CC     
Device with priority 9 turn off DD     
Device with priority 10 turn on EE     
Device with priority 10 turn off FF     

 
Based on table 1 and figure 2, this system has several rules used to decide each electronic device's status. In addition, 
some of the rules above are entered into the expert system used to determine decisions from the data read in the database. 
 

2.2 Genetic Algorithms 
The genetic algorithm is one of the optimization algorithms used to obtain a solution. This algorithm can be 

implemented in various problems and give better results for each iteration until it is close to optimal [17]. Figure 3 shows 
the sequence of processes in this system. First, the system retrieves device data and data on the number of bills and how 
many days the user wants from the database. After the desired data is obtained, it will then be optimized using a Genetic 
Algorithm that has 5 stages, namely population initialization, chromosome evaluation, chromosome selection, crossover, 
and mutation, which will be discussed in more detail in Figure 4. Then the system will issue recommendations for the 
use of hours every day for each electronic device. The optimization results are then stored in a database, and this data 
will be displayed on the website page and uploaded to the Antares server. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
                     Fig. 3 - System flow diagram                Fig. 4 - Steps of genetic algorithm 
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The explanation of Figure 4 can be seen below. 
A. Population Initialization 

The implementation of the genetic algorithm begins with initializing a population of chromosomes which are usually 
random. Population initialization determines the number and length of chromosomes in the population to be used 
[18][19]. In this study, every 1 chromosome has several genes depending on a large amount of data on electronic 
devices; the formula is as follows: 

P = K x jD  (1) 

P = Population. 
K = Chromosomes with the same length as the number of electronic device data. 
jD = amount of electronic device data. 

Then to get the threshold value for the Genetic Algorithm, you can use the formula below. The amount has been 
converted into kWh form, and the days you want to spend, so the number of kWh has been inputted. 

Th = Pc / H  (2) 

Th = Threshold. 
Pc = The amount of the bill that has been converted into kWh. 
H = number of days. 

Provisions : 
● Priority device 1 = Random gene value range 18-24. 
● Priority device 2 = Random gene value range 16-22. 
● Priority device 3 = Random gene value range 14-20. 
● Priority device 4 = Random gene value range 12-18. 
● Priority device 5 = Random gene value range 10-16. 
● Priority device 6 = Random gene value range 8-14. 
● Priority device 7 = Random gene value range 6-12. 
● Priority device 8 = Random gene value range 4-10. 
● Priority device 9 = Random gene value range 2-8. 
● Priority device 10 = Random gene value range 1-6. 

 
B. Chromosome Evaluation 

Chromosome evaluation is the process of calculating the fitness value obtained from adding up the values of each 
chromosome with the following formula [20][21]. 

  (3) 

n = Chromosome length. 
Gi = The i-th gene. 
Vi = The i-th value. 

Provisions: 
● Priority device 1 = Value 1000. 
● Priority device 2 = Value 900. 
● Priority device 3 = Value 800. 
● Priority device 4 = Value 700. 
● Priority device 5 = Value 600. 
● Priority device 6 = Value 500. 
● Priority device 7 = Value 400. 
● Priority device 8 = Value 300. 
● Priority device 9 = Value 200. 
● Priority device 10 = Value 100. 

 
C. Chromosome Selection 
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Chromosome selection is made to get chromosomes that have the potential to become parents for the following 
process. Chromosome selection can be made in several ways, namely Roulette Wheel Selection and Tournament 
Selection [22]. Roulette Wheel Selection is made based on the probability of each chromosome [23]. The genes in 
the chromosomes will vary greatly depending on the fitness value. Selection is made by generating random values 
from all fitness values from the population that has been evaluated. Meanwhile, the Tournament Selection is made to 
get the best parents at random, which is very dependent on fitness values. Selection begins by bringing up the fitness 
value of the population that has been evaluated, then the chromosome with the most significant fitness value is 
selected. 

 
D. Crossover 

The results from the chromosome selection are used as parents for the crossover process. This process will produce 
two new chromosomes from each pair of parents. The crossover also has various methods, namely One Point 
Crossover and Multi-Point Crossover [24][25]. One Point Crossover, swapping the genes of each pair of parents with 
one crossing point. Multi-point crossover, meanwhile, switches the genes of each pair of parents with multiple 
crossing points [26]. Finally, a crossover is carried out between two chromosomes, and the result is two new 
chromosomes. In this stage, there is a crossover probability that is used to determine whether a crossover needs to be 
done or not. The value of this probability is independent because there is no certainty about the best possibility. A 
random value will be the reference for the crossover iteration; this process will stop if the generated random value is 
less than the crossover probability value. 
 

E. Mutation 
The mutation process is carried out by exchanging genes in the chromosome with the following gene if it does not 
meet the requirements [27][28]. Mutations are like crossovers; mutations are not always carried out, and there is also 
a mutation probability for which there is no definite rule regarding the value. The process carried out is changing the 
value of the gene to ensure that no gene contains a value of 0, replacing genes that have a value of 0 with a random 
value of 1 to 24. 
 

Table 2 - Rules for determining the distance of random values 

Indicator Indicator Variable Rule Rule Variable 
Device P1 A IF A AND K THEN M A1 
Device P2 B IF B AND K THEN M A2 
Device P3 C IF C AND K THEN M A3 
Device P4 D IF D AND K THEN M A4 
Device P5 E IF E AND K THEN M A5 
Device P6 F IF F AND K THEN M A6 
Device P7 G IF G AND K THEN M A7 
Device P8 H IF H AND K THEN M A8 
Device P9 I IF I AND K THEN M A9 

Device P10 J IF J AND K THEN M A10 
24 Hours K IF A AND L THEN N A11 

Autogenerated Hours L IF B AND L THEN O A12 
Gene Value 24 M IF C AND L THEN P A13 

Random gene value range 18-24 N IF D AND L THEN Q A14 
Random gene value range 16-22 O IF E AND L THEN R A15 
Random gene value range 14-20 P IF F AND L THEN S A16 
Random gene value range 12-18 Q IF G AND L THEN T A17 
Random gene value range 10-16 R IF H AND L THEN U A18 
Random gene value range 8-14 S IF I AND L THEN V A19 
Random gene value range 6-12 T IF J AND L THEN W A20 
Random gene value range 4-10 U   
Random gene value range 2-8 V   
Random gene value range 1-6 W   
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Fig. 5 - Decision tree 
 

Figure 5 shows the decision-making rules obtained from the knowledge base in table 2, then presented in a decision 
tree. This rule will be a reference for determining the initial chromosome at the population initialization step. 
 

 
3. Results and Discussion 
 
3.1 Priority Queue Algorithms 
The rules test aims to determine whether the rules used in the priority queue algorithm are already running according to 
the system design. 

Table 3 - The testing result of priority queue algorithm rules 

Test Rule 
Variable 

Data Sent 
Total Loads (KWh) Token (KWh) 

1 A1 21,6 60 Status P1: ON 
2 A3 29,6 60 Status P2: ON 
3 A5 39,2 60 Status P3: ON 
4 A7 39,6 60 Status P4: ON 
5 A9 42,6 60 Status P5: ON 
6 A11 47,4 60 Status P6: ON 
7 A13 52,92 60 Status P7: ON 
8 A15 53,1 60 Status P8: ON 
9 A17 54,9 60 Status P9: ON 
10 A19 57,3 60 Status P10: ON 
11 A2 21,6 2,7 Status P1: OFF 
12 A4 29,6 2,7 Status P2: OFF 
13 A6 39,2 2,7 Status P3: OFF 
14 A8 39,6 2,7 Status P4: OFF 
15 A10 42,6 2,7 Status P5: OFF 
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16 A12 47,4 2,7 Status P6: OFF 
17 A14 52,92 2,7 Status P7: OFF 
18 A16 53,1 2,7 Status P8: OFF 
19 A18 54,9 2,7 Status P9: OFF 
20 A20 57,3 2,7 Status P10: OFF 

 

Based on table 3, the input data is tested, and the expected results have been met; this shows that the priority queue 
algorithm testing has fulfilled the system design with 100% accuracy. The devices entered in the system database are 
flexible; the system can accommodate up to 10 electronic devices. It can be seen in Table 3 that testing was carried out 
with 10 electronic device data entered, and the input token was 60 KWh. Owned tokens will be compared with the power 
requirements of each device sequentially based on their priority; then, the token will be reduced when the algorithm has 
decided the device is given a status On. For further comparison with the power requirements of the device, a reduced 
token will be used. 
Execution time testing aims to find out how long it takes the system to run the entire process. 
 

 
 

Fig. 6 - Execution time result 
 
From Figure 6, the results of the execution time test above. It can be seen that the time needed for the system to determine 
the device's status using the priority queue algorithm is between 0.07 seconds to 0.09 seconds, and the average time 
required is 0.073 seconds. These results are performed by running the algorithm 30 times. 
 
3.2 Genetic Algorithms 
Input Value : 

● Priority device 1 : Power = 0.9 kWh, Priority = 1, Value = 1000 Hours = Auto. 
● Priority device 2 : Power = 1 kWh, Priority = 2, Value = 900 Hours = Auto. 
● Priority device 3 : Power = 1.2 kWh, Priority = 3, Value = 800 Hours = Auto. 
● Priority device 4 : Power = 0.05 kWh, Priority = 4, Value = 700 Hours = Auto. 
● Priority device 5 : Power = 0.125 kWh, Priority = 5, Value = 600 Hours = Auto. 
● Priority device 6 : Power = 0.6 kWh, Priority = 6, Value = 500 Hours = Auto. 
● Priority device 7 : Power = 0.23 kWh, Priority = 7, Value = 400 Hours = Auto. 
● Priority device 8 : Power = 0.09 kWh, Priority = 8, Value = 300 Hours = Auto. 
● Priority device 9 : Power = 0.15 kWh, Priority = 9, Value = 200 Hours = Auto. 
● Priority device 10 : Power = 0.3 kWh, Priority = 10, Value = 100 Hours = Auto. 
● The Amount of The Bill: Rp.1,000,000 (681.53320 kWh). 
● Day: 7 Days. 

 
A. Population Initialization 

P = K x jD 
P = 10 device data x 10 device data 
P = 100 gene 
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Following the calculation of the number of genes above, 100 genes will be used. For example, if the clock input is 
24, the device must be on for 24 hours, then the gene for that device will be filled in 24. However, if the clock enters 
Auto, the device will get a random gene according to its priority. Figure 7 shows an overview of the initial population. 
 

 
 

Fig. 7 - Initial population 
 
 
After that, a calculation is made for the threshold for the number of bills that have been converted to kWh and the 
days that have been inputted, and the total bill is then divided by days so that the kWh for each day is obtained, which 
will be used as the threshold as follows: 

 
Th = Pc / H 
Th = 681.53320 / 7 
Th = 97 kWh 

 
 

B. Chromosome Evaluation 
After getting the initial population, each chromosome will be calculated as the fitness value. This calculation is only 
for the first chromosome, and then this process will be carried out for each chromosome. 
 

 
Fitness = (21x1000) + (17x900) + (19x800) + (17x700) + (16x600) + (10x500) + (12x400) + (10x300) + (7x200) 
+ (5x100) 
Fitness = 87700 

 
C. Chromosome Selection 

At this stage, a selection is made to get the best parents at random. The step taken is to divide the total population by 
2, then the system will automatically select the chromosomes with the most significant fitness value to become 
parents. Figure 8 shows the result of the Parent selection step. 

 

 
 

Fig. 8 - Parent selection results 
 
D. Crossover 

After getting the parents, a crossover process is carried out, which is crossing between each parent which will produce 
offspring or new chromosomes. 
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Fig. 9 - Crossover illustration 
 

The crossover process is repeated until the generated random value is smaller than the crossover probability [29]. The 
crossover probability used in this study is 0.4. The selection of the crossover probability is obtained from the 
experiment, with the result that the optimal fitness value is found in the crossover probability of 0.4. After the 
crossover process is complete, each chromosome is checked to ensure the total gene value on the chromosome does 
not exceed the threshold value. If it exceeds the threshold, then the value of the gene on that chromosome will be 
changed to zero, starting from the last gene of each chromosome until the total gene value is equal to or less than the 
threshold. Figure 9 shows the Crossover process, and figure 10 shows the result of the Crossover process step. 

 
 

 
 

Fig. 10 - Crossover result chromosomes 
 
E. Mutation 

The last stage is mutation. This process is carried out automatically by the system by optimizing the value of existing 
genes, such as replacing a gene with a value of 0 with a gene with a random value from a distance of 1 to 24. Like a 
crossover, this process is repeated until more random values are generated, smaller than the mutation probability. In 
this study, the mutation probability used is 0.4. The same as the selection of the crossover probability, the choice of 
the mutation probability is also obtained from the experiment. The result is that the optimal fitness value is found in 
the crossover probability of 0.4. Furthermore, each chromosome is checked to ensure the total gene value on the 
chromosome does not exceed the threshold. If it exceeds, then the value of the gene on the chromosome will be 
changed to zero starting from the last gene of each chromosome until the value is equal to or lighter than the threshold.  

 

 
 

Fig. 11 - Chromosome mutation results 
 

The chromosomes resulting from this mutation will be recombined with the chromosomes resulting from the 
selection process [30]. 
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Fig. 12 - Final population 
 

The process from the first to the last stage will continue to be carried out until the best fitness value is produced [31]. 
Then, chromosomes whose fitness and total gene values do not exceed the threshold will be selected as solutions. 
Figure 11 shows the result of the Mutation process step, and figure 12 shows a final population of 1st generation. 

 

 
 

Fig. 13 - Chromosome solutions 
 

 
 

Fig. 14 - Fitness value graph 
 
Figure 13 describes the system outcomes, and figure 14 shows the fitness value testing for this system. The optimal fitness 
value is obtained in generation 60; this can be ascertained because there is no further increase in fitness values until 
generation 100. This is because the fitness value of the genetic algorithm has reached convergence in the 60th generation, 
so it can be interpreted that the system has found the most optimal chromosome or solution globally [32].  
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Table 4 - Rules Validation 

Test Rule 
Variable 

Gene 
Device Hour 

1 R1 Priority 1 24 24 
2 R2 Priority 2 24 24 
3 R3 Priority 3 24 24 
4 R4 Priority 4 24 24 
5 R5 Priority 5 24 24 
6 R6 Priority 6 24 24 
7 R7 Priority 7 24 24 
8 R8 Priority 8 24 24 
9 R9 Priority 9 24 24 
10 R10 Priority 10 24 24 
11 R11 Priority 1 Auto 24 
12 R12 Priority 2 Auto 20 
13 R13 Priority 3 Auto 18 
14 R14 Priority 4 Auto 17 
15 R15 Priority 5 Auto 12 
16 R16 Priority 6 Auto 10 
17 R17 Priority 7 Auto 9 
18 R18 Priority 8 Auto 5 
19 R19 Priority 9 Auto 3 
20 R20 Priority 10 Auto 4 

 
Based on Table 4, it is shown that the rule validation test is successful 100%, and the algorithm will run properly. 
 

 
 

Fig. 15 - Method execution time 
 
Figure 15 shows that the time needed by the system to carry out the entire process is between 0.15 seconds to 0.3 seconds, 
with an average execution time of 0.18 seconds. 
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Fig. 16 - Postpaid data device page 
 

 
 

Fig. 17 - Postpaid data page 
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Fig. 18 - Recommendation page 
 

Figure 16 is a website display covering an electronic device data page with a sub-menu of adding and editing data. Figure 
17 is a postpaid page to fill in the desired monthly billing budget with the sub-menu data. Figure 18 is a recommendation 
page display which is a menu for displaying system scheduling results. 
 
4. Conclusion 
Based on the results of the tests and analyzes that have been carried out, it can be concluded that the Power Management 
website can display recommendation data on hours of use of electronic devices that have been inputted by the user, using 
a Genetic Algorithm. The optimal fitness value is in the 60th generation based on optimal fitness testing, and based on 
the rule test results, the accuracy level obtained is 100%. For the execution time testing, the Genetic Algorithm is required 
to run the system, starting from receiving data from the database to sending data back to the database again; the average 
execution time is 0.18 seconds. At the same time, the priority queue algorithm succeeds in selecting and turning off 
electronic devices automatically according to their priority when the token is not fulfilled to turn on all devices 
simultaneously. Based on the results of testing the rules, the level of accuracy obtained is 100%. Furthermore, the test 
execution process time results, the time required by the system to determine the status of an electronic device, can be 
completed in an average time of 0.073 seconds. 
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