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1. Introduction 
Machine Learning (ML) is the automatic training of a computer for specific tasks through algorithms. 

Automatically learning to know user preferences, application sets of algorithms are used to mine data that discover and 
filter general rules in large data sets [1]. Big data is an environment in which approaches are extract, information is 
regularly collected or otherwise stored in data sets that are too much or complicated to be managed by standard data 
processing application [2]. Current use of the term big data uses predictive analytical systems, user behavioral analytics 
or some other advanced methods of data analysis that extract value from big data and rarely a particular data set size. In 
many ways, big data deposits have been constructed by corporations with special needs data processing like operating 
systems has gradually expanded in sizes and number of available data sets, will need massively parallel software 
running on tens, hundreds, or even thousands of servers to run parallel software [3]. 

Big data technology has continued to enhance medical treatment through the provision of customized healthcare 
and prescriptive analysis, clinical risk response as well as predictive analysis, decrease of duplication and care 
variabilities, automatic external and internal patient reporting, structured medical terminology and patient registers 
[4][5]. Dimensionality reduction methods reduce data from higher dimensions to lower dimensions according to some 
specific criteria [6]. Principal Component Analysis (PCA) is a technique of dimensionality-reduction (DR) that is 
mostly used to reduce a large set of variables into a smaller one that still contains much of the details in the large set 
[7]. This paper reviewed will start by introducing the basic ideas of PCA, describe some concepts related to PCA, and 
discussing articles of PCA that have been introduced and published in the last three years. 

Abstract: Big databases are increasingly widespread and are therefore hard to understand, in exploratory 
biomedicine science, big data in health research is highly exciting because data-based analyses can travel quicker 
than hypothesis-based research. Principal Component Analysis (PCA) is a method to reduce the dimensionality of 
certain datasets. Improves interpretability but without losing much information. It achieves this by creating new 
covariates that are not related to each other. Finding those new variables, or what we call the main components, 
will reduce the eigenvalue /eigenvectors solution problem. (PCA) can be said to be an adaptive data analysis 
technology because technology variables are developed to adapt to different data types and structures. This review 
will start by introducing the basic ideas of (PCA), describe some concepts related to (PCA), and discussing. What 
it can do, and reviewed fifteen articles of (PCA) that have been introduced and published in the last three years. 
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The primary drive behind PCA is to use the fewest components possible to reduce the dimensions of the data we 
work with. Hence, we often care about PCA trimming - keep only the top ingredients and discard the rest. There are at 
least two reasons for this: First, trimming gives us a sense of the complexity of the data set. If the two major 
components capture a large majority of the contrast, then the dataset is more or less two-dimensional. Second, 
truncation weakens the data. The conceptual correlation of PCA by regression is useful again here - PCA resembles a 
smooth curve fit through noisy data as the principal component approximation gives a smooth, less noisy representation 
of the data. The goals of PCA are to reduce the dimensions of the dataset first, and then to identify meaningful new 
variables secondly.  

In this paper, the review is structured as follows. Part 1 is an introduction to general concepts related to PCA. Part 
2 provides the necessary background for Dimensionality Deduction (DR), Machine Learning (ML), and the PCA 
method. Part 3 related work to the PCA technique the past few years. Part 4 comparison and discussion. Lastly, Part 5 
concludes the paper review. 
 
2. Machine Learning 

Together with big data technology and high-performance computing, Machine learning (ML) has evolved to build 
new opportunities in various operating settings to explain, measure, and get data-intensive processes. Machine learning 
(ML) is regarded as a science field that helps computers to understand, among other things, without being completely 
programmed. [8]. Machine learning (ML) encompasses more and more research areas per year, including, for example, 
bioinformatics [9], [10], biochemistry [11], [12], meteorology of medicine [13]–[16], economics [17]–[19], aquaculture 
[20], chemo-ecology[21], robotics [22]–[25],  and climatology [26], [27]. 

There are tens of thousands of algorithms for machine learning, and every year, hundreds of new algorithms are 
developed. The three components of each machine learning algorithm are representation, evaluation, and optimization. 
Machine learning (ML) has 4 types. 

• Supervised learning is training data that includes wished-for outputs 
• Unsupervised learning is training data that has no real outputs. 
• Semi-supervised learning is training data that has some desirable output. 
• Reinforcement learning, the most ambitious method of learning [28] in (see Fig.1). 

 

 
Fig. 1 - Type of machine learning [29]. 
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2.1 Dimensionality Reduction Techniques (DR) 
Dimensionality Reduction (DR) algorithm, which aims to reduce the distance in a latent space between 

distributions of different data sets to allow efficient transfer learning [30]. The results point that for each device 
individually, the findings with Dimensionality Reduction (DR) are much preferable to those without decreased 
dimensionality [31]. 

The low dimensional data representation of the initial data tends to overcome the issue of the dimensionality curse, 
and can be easily analyzed, processed, and visualized [32][33]. Advantage of dimensionality reduction techniques 
applied to a dataset. (i) decrease the number of dimensions, and data storage space. (ii) It requires less time to compute. 
(iii) Irrelevant, noisy, and redundant data can be deleted. (iv) Data quality may well be optimized. (v) helps an 
algorithm to work efficiently and improves accuracy. (vi) allow to visualize data (vii) It simplifies the classification and 
increases performance as well [34], [35]. 

Generally, the DR techniques are classified into two main different techniques: Feature Selection (FS) and Feature 
Extraction (FE). Feature Selection (FS) is considered an important method since data is constantly produced at an ever-
increasing rate; with this method, some significant dimensionality concerns can be minimized, such as effectively 
decreasing redundancy, eliminating unnecessary data, and enhancing comprehensibility of results. Moreover, Feature 
Extraction (FE) addresses the issue of finding the most distinctive, informative, and reduced set of features to improve 
the efficiency of both data processing and storage [32], [36]–[40] (see Fig.2).  

 
 

 
Fig. 2 - Type of Dimensionality Reduction (DR) [41]. 
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2.2 Principal Component Analysis 
There are many Dimensionality Reduction (DR) technologies, but the most used one is Principal Component 

Analysis (PCA), like Fourier analysis, or wavelet decomposition this has the benefit of comparing findings across data 
sets and resolving the importance of the components, then why do PCA transform instead of factor analysis? First, in 
some states the purpose of doing a factor analysis is different technique.  We could number the features and get cosines 
of the characteristic numbers, etc., but it just seems crazy no such difficulties attend PCA. 

Second, when applying a fixed attitude of segments, there is no warranty that a tiny number of features will give a 
good regeneration of the main data, PCA confirms that the first q features will make a better (mean-square) function of 
reconstructing the main data than any other linear method using alone q features. 

Third, it is great at maintaining measures between the points  the features scores give the optimal linear 
multidimensional calibration, the PCA gives us uncorrelated features, which are popularly not confident features; for 
that you need independent features analysis, the PCA views for linear features of the main features; one could 
completely make more agreeable by finding nonlinear features, the PCA is basically a descriptive method it does not 
what forecast the future data .that'll be curves or surfaces rather than directions in feature space. The concept is to 
reduce the dimensionality of data while retaining the maximum 'variance'. While it is used and has often been 
reinvented, is at its core, a statistical technique in several various disciplines and therefore most of its development has 
been by statisticians [42][43]. 

The aim of PCA is to find an optimal position for the best Information variance and vector dimensional features 
reduction. The PCA is an unsupervised learning technique that reduces the dimensionality of data [44]. PCA is a 
dimensionality reduction technique invented by Karl Pearson in 1901[45]. It is a dimensional reduction technique that 
is often used to reduce the features of large data sets into smaller features that contain the most information in a big 
data set. PCA is an orthogonal statistical technique that converts a set of observations of related variables into a set of 
non-linearly related values [38], [46]–[48]. 

PCA has been found used in a wide range of fields ranging from spike-triggered covariance analysis in 
neuroscience [49], [50], to quantitative finance [51]–[54] with the most common application being facial recognition 
[54]–[56] and other applications like medical data correlation [57]–[60]. 

This indicates that “to preserve as far deviation as possible” involves the discovery of new variables which are 
linear features of those in the original data set, and the successive optimization of variance which is irrelevant. The key 
components (PCs) discovering those new variables reduces the issue of own eigenvalue/eigenvector solving. 

Pearson [61] and Hotelling's [62] of early PCA literature, however it was only decades after that modern computers 
became widely available that it was used on small databases computationally. Its use has since expanded and a range of 
variants have been provided in various disciplines. Many books have been written on the subject and whole books on 
differences in PCA of unique data types have been released [63]. PCA is often used for analyzing data in the most 
various filed. This paper review reviewed the PCA approach to several theoretical and practical aspects of PCA. it 
starts by providing in basic principles and accessible manner, the basic principles underlying PCA and its applications. 

Advantages of PCA include: (i) is used to overcome duplication in features in the data set. (ii) Valuable 
information is obtained explaining the high contrast providing the best resolution. (iii)It makes a better visualization of 
the data. (iv) It reduces complexity and increases computational efficiency. (v)It is a very flexible tool and allows 
analysis of datasets that may contain, (vi) multi-collinearity, (vii) missing values, (viii) categorical data, (ix) and 
imprecise measurements. The goal is to extract the important information from the data and to express this information 
as a set of summary indices called principal components. (x) One of the most important applications of PCA is for 
speeding up machine learning algorithms. (xi) PCA as Dimensionality Reduction Techniques (DR) [64]–[68]. 

 
2.3 Principal Component Analysis Techniques 

PCA is an unsupervised, non-parametric statistical technique mainly used for dimensionality reduction in machine 
learning [69]. PCAs may have different units of measure so there will be some unwanted features, and to solve these 
unwanted features it is usual to start calibrate the variants. The standard deviation from the vector measurements 
centers and segments each data value. The PCA (variance) standard that is based on the units of measure indicates 
computers based on a matrix covariance can change as units change in one or more variables [70]. 

Since the standard dataset covariance matrix is essentially the correlation matrix of the original data set, a PCA is 
often referred to as the PCA correlation matrix for standard data. The eigenvectors of this matrix describe linear 
combinations of the standard variables of the uncorrelated maximum-variance [42]. These PCAs are nor are they 
mainly correlated to the previously defined PCAs of the covariance matrix. Each PCA will also differ by percentage 
variance, and more PCAs are expected to cover the same percentage as the substantial percentage than the covariance 
matrix PCAs [71]. The matrix of correlation is directly proportional to the number of variables used in the analysis, so 
that any correlation matrix PCA is the proportion of total variance which is divided into the number of variables of the 
PCA. PCAs are the appropriate choice for datasets where various scale changes are conceivable for every variable and 
are invariant for linear changes in measurement units. [72]. 
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Some mathematical program suggests that a PCA is a matrix correlation PCA by nature and, often, the 
standardization for loading vectors is not the normal In the PCA matrix the correspondence coefficient between the 
column is the vector variable. The PCA matrix covariance is meaningful. A PCA correlation matrix results in the same 
way because variances in the original component are not so different. The first two matrix PCs reflect a percentage of 
the overall variance. Differences can be more important for other datasets [73]. 
 
3. Review for PCA Algorithm 

This section will review the latest literature regarding of the Principal Component Analysis (PCA) and dimensional 
reduction techniques (DR). Table 1 shows a summary of recent literature. Reddy et al in [74] investigated the two 
pioneer DR techniques in machine learning (ML), PCA and Linear Discriminant Analysis (LDA). They applied on a 
dataset in the UCI machine learning repository. Features have been reduced to 26 from 36 dependent attributes by 
retaining 95% of the dataset by PCA, while Linear Discriminant Analysis (LDA) reduced the features to 1, using 
Decision Tree (DT) classifier, Naive Bayes classifier, Random Forest classifier, and Support Vector Machine (SVM). It 
is observed that the performance of classifiers with PCA is better than that of Linear Discriminant Analysis (LDA). 

Saraswathi and Gupta [75] proposed a multi-class tumor classification approach using a Random Forest (RF) 
classifier and also presented a comparative analysis of Random Forest (RF), RF-PCA, and RF-PCA approaches with 
random selection techniques. Through the experimental results, it has been shown that the random selection of RF-PCA 
provides better accuracy than other methods. Additionally, Jamal et al in [76] focused on the number of features for the 
classification of breast cancer from the original White Blood Cell (WBC) data set can be reduced by the feature 
extracting. The metric measurement results that the dimensionality reduction using the K-means cluster is almost as 
good as PCA. 

On the other hand, Salo et al [77], proposed A novel hybrid technique combining of Information Gain (IG) and 
PCA to discard irrelevant features and retain the optimum attribute subset. The robustness of the proposed approach 
yielded promising results in both NSL-KDD and Kyoto 2006+ datasets.  
evaluated PCA performance against Isomap a deep autoencoder, and a variational autoencoder. Three widely utilized 
picture datasets were experimented with: MNIST, Fashion-MNIST, and CIFAR-10. The processing period for PCA 
was two orders of magnitude faster than its equivalents in the neural network. The two auto-encoders had a sufficiently 
broad dimension [78]. 

Amir et al in [79] used a fine-tuned deep Neural network for the Hoda dataset, which is the largest dataset for 
Persian handwritten digit classification to extract useful discriminative characteristics. Then, for the classification 
portion, these features are fed to a linear Support Vector Machine (SVM). In the next experiment, he used the PCA to 
decrease the measurements of the extracted characteristics to increase accuracy and computational load, then we fed it 
to Support Vector Machine (SVM). To the best of our experience, in terms of precision calculation, the suggested 
approach was stronger than other approaches.  

An innovative technique focused on the acquisition of X-ray fluorescence spectroscopy XRF spectra using a PCA-
related portable energy dispersive XRF instrument (pED-XRF) instrument and machine learning algorithms has been 
successfully applied and tested on a set of 18 meteorite and meteor-wrong samples of various kinds and origins. This 
technique allowed meteorite classification and discrimination of macro-groups, e.g., iron, stony-iron, and meteor-
wrong, to be rapid and trustworthy. The findings revealed that the Cubic Support Vector Machine (CSVM), Fine 
Kernel Nearest Neighbor (FKNN), Subspace Discriminant-Ensemble Classifiers SD-EC, and SKNN algorithms on 
uniform spectra obtained in the key instrumental energy spectrum achieved 100 percent precision in classifying 
meteorites. These first findings confirm that a mixture of X-ray fluorescence spectroscopy XRF spectra and machine 
learning algorithms is a very powerful and promising solution to identifying and classifying every actual or supposed 
meteorite [80]. 

Work in [81] focused on dynamic Cone Beam X-ray luminescence computed tomography (CB-XLCT), a 4D 
temporal-locative remodeling procedure is proposed based on main PCA in the projection space. Firstly, any 3D image 
compresses angle measurements to decrease the noise initially. In order to decorate the 4D issue with various 3D 
problems in the PCA domain, the projection data are then used to do a temporal PCA. Qualitative and quantitative 
review of the experiment results shows the preferred solution to overcome numerous targets and recover complex 
concentrates with great success, strong computational efficiency. 

The suggested use as a tool for dimension reduction PCA and the support vector machine SVM in order to improve 
the accuracy of cancer detection as a classification for microarray data classification optimized by kernel functions. The 
recommended schema was extended to 7 data sets with 5-fold cross-validation and then both in terms of precision and 
time was measured and analyzed. The outcome showed that when Linear and Cubic kernel functions are used, the 
scheme can achieve 100 percent accuracy for Ovarian and Lung Cancer data. The PCA substantially decreased the 
running period for all data sets in terms of running time [82]. 
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Table 1 - Review for PCA algorithm. 

Ref. Year Dataset Techni Contribution Accuracy 

[74] 2020 DR & IDS 

LDA - PCA 
With some classification 
algorithms  

 

Ignoring redundant features 
reduces the burden on 
machine learning algorithms 

95% 

[75] 2019 brain tumor dataset 
having 3064 

GLCM – LBP - PCA 
Identifying and classifying 
tumors helps the radiologist 
make an accurate diagnosis 

88.72%  
85.56%. 

[76] 2018 breast cancer -WBC 
PCA and SVM 
PCA and XGBoost 

measurement for the sake of 
early detection of breast 
cancer. 

97.8% 

[79] 2020 Hoda dataset 

optical character 
recognition (OCR) 
SVM 
PCA 

Persian handwritten digits 
recognition 

SNN=95% 
PCA,kNN=97.11

% 
ANFIS.=97.3% 

[80] 2020 
meteorite samples 
of different nature 
and origin 

XRF and PCA  
CSVM and SD-EC 
KNN 

To identifying and classifying 
every actual or supposed 
meteorite 

100% 

[85] 2020 
the Nansi Lake 
Basin, China PCA and FCE 

discovery of the most 
important pollutions and 
heavy metals into water 

60% 

[82] 2018 morphological and 
clinical 

PCA and SVM to improve the accuracy of 
cancer detection 

100% 

[83] 2017 Numerous high-
hroughput omics 

meta-analytic framework 
of PCA 

effective dimensional 
reduction for exploratory 
visualization. 

>80% 

[84] 2018 MIT-BIH 
arrhythmia 

PCA-Net and SVM 

Echocardiographic noise 
influences ECG classification 
models and negatively affects 
skewed data 

97.77% 

[87] 2017 
12 standard word 
similarity 
benchmarks 

PCA and post-processing 
construct word embeddings 
of higher dimensions 50% 

 
Also, a research by [83], combined multiple omics datasets from similar biological hypotheses and presented two 

different types of PCA meta-analysis framework, namely, Meta PCA. To facilitate selection of scattered features in 
MetaPCA. combined multiple omics datasets from similar biological hypotheses and presented two different types of 
PCA meta-analysis framework, namely, MetaPCA. To facilitate selection of scattered features in Meta PCA. They used 
simulations, three meta-analysis transcriptional studies in the yeast cycle, prostate cancer, rat metabolism, and a The 
Cancer Genome Atlas (TCGA) study for pan-cancer methylation. The result enhanced detailed visualisation, robustness 
and discovery of the proposed structure.  

The work of [84] presented a novel heartbeat recognition method. The goal of this study is to apply principal 
component analysis network (PCANet) focused on a noisy EigenECG Network (ECG) signal for feature extraction. A 
linear support vector machine (SVM) was applied to increase the classification speed. To check the effectiveness of 
their algorithm, they defined five types of imbalanced initial and noise-free EigenECG Networks (ECGs) in the 
Massachusetts Institute of Technology (MIT)-Boston's Beth Israel Hospital (BIH) Arrhythmia Database (MIT-BIH) 
and achieved 97.77 % and 97.08 % accuracy, respectively [84]. 

The work of [85] provided the built-in the Fuzzy Comprehensive Evaluation-Principal Component Analysis (FCE-
PCA) Model useful water quality evaluation details. The model was applied to the waters of the Lake Nancy Basin in 
China. The efficiency of extraction of main contaminants was improved by generating organic functions through the 
semisinusoidal distribution system, measuring weight via several additional standard methods, then solving self-
equation using Jacobi and removing the main components based on inherent values, the percentage of the contribution 
accumulated as well as packing. The result has been four components removed which are the 14 pollutant indices for 
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water quality evaluation. And then, Lazcano in [86] has presented a review of the algorithm parallelism PCA and its 
adaptation to (MPPA) a Massively Parallel Processor Array architecture of 256 centers spanning 16 clusters. The 
emphasis was on bringing hyper-spectral image processing on multiple platforms by changes to real-time limitations 
fixed by the image capture rate of the hyperspectral sensor. Real-time is an awkward objective for hyperspectral image 
processing because hyperspectral images are made of exceedingly large volumes of data and this problem is effectively 
solved by increasing the size of the image before the processing is begun [86]. 

Another work presented a new algorithm that effectively combines the reduction of PCA -based dimensionality 
with a recently suggested post-processing algorithm to create lower-dimensional word embeddings [87]. Empirical 
assessments on 12 standard word similarity benchmarks showed that our algorithm decreases the dimensionality of the 
embedding by 50 percent, thus obtaining equivalent or (more often) greater efficiency than the embedding of the higher 
dimension. And lastly, [88] proposed a simple and effective super pixels (SuperPCA) approach to learning low-
dimensional essential features of hyperspectral images (HSIs). the three sets of data proved that the (SuperPCA) 
approach significantly superior to traditional baselines to reduce the dimensions based on PCA for classification HIS. 

From the literature that has been described above, it is clear that the PCA algorithm has proven effective in 
reducing the dimensions of big data with high accuracy and improving the work of classification. Although the PCA 
algorithm is commonly used in many areas, it has many of the modifications that make it usable for a range of 
scenarios and various types of data [89]. The literature about PCA is extensive and includes many disciplines, and 
research is still ongoing to suggest the algorithm with other techniques to reduce the dimensions of big data and save 
space and time for processing. In addition to its higher efficiency compared to its counterparts in work, for example, we 
noted in research [74], it is observed that the performance of classifiers with PCA is better than that of Linear 
Discriminant Analysis (LDA). Although it is in low-dimensional data it is less efficient. 
 
4. Conclusion 

The most frequently used approach for reduction of dimensionality is PCA. In essence, it reduces the high 
dimensions in a large data set to fewer dimensions to speed up the storage and processing process, and the data is more 
interpretable and faster when processing. It is a statistical technique that preserves the largest amount of information 
and eliminates redundant noise and data. There is a lot of literature on PCA. In this work, previous papers related to 
PCA technology were reviewed by presenting their basic ideas, describing some related concepts, and discussing what 
they could do. 
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