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Abstract: The main objective of this book is to provide step by step 
guidance in statistical analysis.  It starts from explanation on type of 
statistical analysis, steps, results, interpretation and reporting. This 
book will improve statistical analysis understanding amongst 
students and researchers. This book contains twelve chapters. In each 
chapter, examples of the statistical analysis are provided for better 
understanding using SPSS. Furthermore, the interpretations of 
statistical result are explained in details for each of the examples. 
Hopefully this book will provide useful reference  towards a better 
understanding in statistical analysis which shall lead to implementing 
successful research for  students and researchers.  
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STATISTICAL ANALYSIS

1.1 	 Statistics

Statistical Package for the Social Sciences (SPSS) has been used 
to tabulate and analyse responses from survey in the forms of 
frequency, percentages, cumulative frequency, and cumulative 
percentages to describe the characteristics of the sample with 
respect to the demographic (descriptive analysis). In order to test 
hypotheses, inferential analysis such as independent sample T-test, 
one-way ANOVA and correlation could be performed using the 
SPSS software. This book will cover some topics of inferential 
statistics and types of sampling. The details of inferential statistics 
procedure using SPSS are explained step by step with examples. 

Statistics is a study of the collection, organization, analysis, 
interpretation and presentation of data from the samples. Basically, 
descriptive and inferential statistics are used to analyse data 
and draw conclusions to the population. Descriptive statistics 
(mean, standard deviation) that are applied to populations are 
called  parameters  as they represent the whole population. 
Population is group of data that includes all the data in the 
population. However, many researchers normally do not have 
access to the whole population because of limited resources such 
as time and financial. Descriptive statistics of samples, such as the 

CHAPTER 1

Statistical Analysis
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PREPARATION OF DATA FILES

2.1    	 Create and Open a File

This section explains how to create a new file in SPSS.

Example:
Twenty performance data have been collected based on 7-likert 
scale from Non-Japanese and Japanese companies. You need to 
create new file in SPSS as shown in Table 2.1:

                                 Table 2.1: Performance
Respondent Ownership Performance

1 Non-Japanese 5.00

2 Non-Japanese 5.00

3 Non-Japanese 5.00

4 Non-Japanese 5.00

5 Non-Japanese 6.00

6 Non-Japanese 5.00

7 Non-Japanese 6.00

8 Non-Japanese 6.00

9 Non-Japanese 5.00

CHAPTER 2

Preparation of Data Files
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 NORMALITY TEST

3.1 	 Concept of Normality

Normality test is used to determine whether  parametric tests 
could be used or not. Normal data refer to data that are drawn 
from a normally distributed population (Sekaran & Bougie, 2010). 
This distribution is inarguably the most important and the most 
frequently used distribution in both the theory and application of 
statistics. Normal data has the familiar bell-shaped form as shown 
in Figure 3.1. Kolmogorov-Smirnov Test and Shapiro-Wilk have 
been used for testing the normality of data. If the sample size is 
larger than 50, Kolmogorov-Smirnov test should be used.  If the 
sample size were 50 or less, Shapiro-Wilk would yield better 
result. If p value is more than 0.05, it can be concluded that the 
data is normal and parametric test could be used.

CHAPTER 3

 Normality Test
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RELIABILITY AND VALIDITY TEST

4.1 	 Reliability Test

Reliability is a test of how consistently a measuring instrument 
measures whatever concept it is measuring, whereas validity 
is a test of how well an instrument that is developed measures 
the particular concept it is intended to measure. as shown in 
Figure 4.1 (Sekaran & Bougie, 2010; Hair, 2010). The Cronbach’s 
alpha coefficient is used to assess the inter-item consistency for 
measurement items in a construct, in which the alpha values 
should be above 0.6, as suggested by Nunnally & Bernstein (1994). 
Specifically, 0.6 is satisfying for a relatively new measurement 
instrument while 0.7 is sufficient (Nunally, 1978). The alpha value 
of above 0.70 indicates that the scales are internally consistent 
(Chi et al., 2011; Hair, 2010). A composite reliability (CR) of 0.70 
or greater is acceptable (Fornell and Larcker, 1981), which shows 
that the measurements are reliable.

 

CHAPTER 4

Reliability and Validity Test
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DESCRIPTIVE STATISTICS 

5.1 	 Concept of Descriptive Statistics

The basic analysis in a research is descriptive statistics. Descriptive 
statistics are used to describe the sample characteristics in forms 
of percentage, frequency, averages, and standard deviation. 
Descriptive statistics allow simpler interpretation for describing 
the data. Basically, there are three types of statistic that are used 
to describe data:

�� Measures of distribution: It is describing a summary of 
respondents’ demographic. For instance, researcher describes 
the distribution of type of ownership, listing the number or 
percentage of ownership. Or, researcher describes gender by 
listing the number or percentage of males and females. 

�� Measures of central tendency: It is describing the central 
position of a group of data using mode, median, and mean. 
Mode and median are used to describe categorical data while 
mean is used to describe continous data. 

�� Measures of spread: It is describing how spread out the data 
using spread using standard deviation, variance and range. 
Standard deviation and variance are used to for coninous data 
while range is used for categorical data.

CHAPTER 5

Descriptive Statistics 



69

COMPARING A GROUP TO HYPOTHESISED MEAN

R, I 0 N

NND
Chi-square

Wilcoxon testOne 
sample t 
test

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

6.1 	 One-Sample T-test (Normal Data)

One-Sample T-test is a parametric test. The objective of this section 
is to compare the sample means of a data set to hypothesised mean 
as shown in Figure 6.1 .
	
One group: Interval or ratio data (Normal Data)

CHAPTER 6

Comparing a Group to 
Hypothesised Mean
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COMPARING TWO GROUPS 
  (INDEPENDENT GROUP)

R, I 0 N

NND
Chi-square

Mann-whitney UIndepend 
T-test

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

7.1 	 T-test (Normal Data)

T-test is a parametric test. The main objective of this section is to 
compare the means between two scores under different group of 
the independent variable when you have data from two groups of 
respondents as show Figure 7.1 and Figure 7.2. 

 

CHAPTER 7

Comparing Two Groups 
  (Independent Group)
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COMPARING TWO GROUPS 
  (RELATED SAMPLES)

R, I 0 N

NND
McNemar’s

 test

Wilcoxon testPaired t

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

8.1    	 Paired T-test (Normal Data)

Paired T-test is a parametric test. The main objective is to compare 
the means between two score under different levels of the 
independent variable when you have data from only one group 
of respondents.

CHAPTER 8

Comparing Two Groups 
  (Related Samples)
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COMPARING TREE GROUPS 
  (INDEPENDENT GROUP)

R, I 0 N

NND
Chi-square
test

Kruskai-Walls testOne-way
ANOVA

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

9.1 	 One-way Anova (Normal Data)

One-way Anova is a parametric test. The main objective is to 
compare the means amongst more than two (three and above) 
scores under different groups of independent variable when you 
have data from three groups and above of respondents as shown 
in Figure 9.1, 9.2 and 9.3. ANOVA stands for analysis of variance.

CHAPTER 9

Comparing Tree Groups 
  (Independent Group)
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COMPARING TREE GROUPS 
  (RELATED SAMPLES)

R, I 0 N

NND
Cochrare
Q

Friedman testRepeated
measures
ANOVA

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

10.1    	Repeat Anova (Normal Data)

Repeat Anova is a parametric test. The main objective is to compare 
the means between three and above scores under different levels 
of the independent variable when you have data from only one 
group of respondents as shown in Figure 10.1.

CHAPTER 10

Comparing Tree Groups 
  (Related Samples)
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RELATIONSHIP: CORRELATION

R, I 0 N

NND
Cramer-v

Spearman
Correlation

Pearson 
Correlation

ND

R,I = Ratio and Interval data  O= Ordinal data  N= Nominal data
N= Normal distribution  NND= Non normal distribution 

(Source: Jaykaran (2010))

11.1	 Pearson correlation (Normal Data)

Pearson correlation is a parametric test. The main objective is to 
describe the relationship between two variables when you have 
data from the same respondents. 

CHAPTER 11

Relationship: Correlation
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CAUSAL AND PREDICTION: REGRESSION

12.1 	 Linear Regression (Normal Data)

Linear regression is a parametric test. The main objective is 
to examine the impact or effect of independent variables on 
dependent variable. Regression analysis is used to infer causal 
relationships between the independent and dependent variables. 

Variable 
1

(Score)

Variable 
2

(Score)

Independent variable and dependent variables are interval or 
ratio data.

Assumption of Testing
Each statistical test has their assumptions that must be fulfilled 
before performing the analysis. 

1.	 There should be no significant outliers.

2.	 Independent variable and dependent variable should be 
interval or ratio data.

CHAPTER 12

Causal and Prediction: Regression
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