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Abstract: Machine learning (ML) models predicting operative outcomes of mortality, 

and in-hospital morbidity e.g., patient length of stay and hospitalization costs can play 

an important role in examining the efficiency of healthcare services and resource 

allocation planning in a hospital. However, understanding the inner workings of the 

ML model in predicting the outcomes is challenging. Therefore, it is beneficial to 

build an interactive dashboard for interpretations of the ML model. In this study, a 

few regression-type supervised ML algorithms of Xtreme Gradient Boosting 

Regressor, Extra Trees Regressor, Random Forest Regressor, Gradient Boosting 

Regressor and Neural Network were analyzed to predict the patient length of stay 

(LOS) by using the MIMIC3d dataset. Then the finding of prediction performance 

was evaluated in terms of root mean squared error (RMSE) and the R-squared (R2) 

performance indexes. The performance results of the ML model evaluation were 

compared, and the best ML model which was Xtreme Gradient Boosting Regressor 

with RMSE of 3.44 and R2 of 0.992 was used to create an interactive dashboard of 

outcome prediction for a patient length of stay. All these works were done using 

Python programming. This dashboard was successfully tested in a local host, and it 

could be used by hospital administrators to conduct ML analysis and prediction of 

patient LOS patients helping them to optimize resource allocation planning in hospital 

units. 
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1. Introduction 

The worldwide proliferation of COVID-19 has increased the provision of healthcare because of the 

rise in the total number of patients that were admitted to the hospital. Other than the pandemic itself, 

there are many factors that contribute to an increase in the number of patients at the hospital. These 

factors include an increase in the birth rate, an uneven geographical distribution of the population, and 

a consistent fall in the mortality rate among births [1]-[2]. The combination of these factors results in a 

rise in the number of people who require medical treatment in hospitals. The hospital plays an important 

role in providing good quality healthcare including medical examinations. Diagnosis, treatment, and 

rehabilitation to the general public, particularly for patients who require long-term medical care. An 

operative outcome of patient length of stay (LOS) is one of the helpful indicators other than mortality 

and hospitalization costs which is widely measured and benchmarked as the quality indicator to improve 

the quality of care by hospitals, and it is also referred to in optimization of resource allocation planning 

in hospital units [3]-[4]. The patient’s LOS is the duration of a single episode of hospitalization. It is 

determined by subtracting the day of admission from the day of release to calculate the actual number 

of days spent in the hospital.  

One of the ways that a hospital may better manage its productivity is by making use of health 

information technology which is considered a cost-effective strategy to boost hospital productivity by 

utilizing the information through analysis and processing of clinical data [5]-[6]. ML models predicting 

outcomes from patients’ admission for example the hospital LOS, complications, etc. can play an 

important role in examining the efficiency of hospital care and in optimizing hospital management 

better [7]-[8]. Prediction using supervised ML is preferred with better performance techniques for 

example random forest, artificial neural networks, and gradient boosting, although the ones that have a 

better performance sacrifice interpretation. While interpretable linear regression techniques would 

allow understanding of the reasoning behind a prediction [9]-[11]. Moreover, a dashboard that enables 

a view of the LOS and for analyzing the prediction is also necessary for assisting the administration 

team so that they can understand the inner workings of the ML model in predicting the length of stay 

of the patients [12]-[13]. 

Therefore, an interactive dashboard has been developed for the LOS prediction using a regression 

type of prediction to build an interactive patient LOS prediction dashboard using a supervised ML 

model. An aggregated MIMIC3d public dataset of Multiparameter Intelligent Monitoring in Intensive 

Care-III (MIMIC-III) was used to train and test the ML model to find out the potential of this approach. 

The web-based dashboard is an interactive dashboard for an ML model that enables the analysis and 

prediction of the patient LOS in a hospital. 

2. Materials and Methods 

2.1 Materials 

This study was conducted within MIMIC3d Clinical Database. MIMIC3d dataset is an aggregated 

public dataset from over fifty thousand patients who stayed in critical care units at the Beth Israel 

Deaconess Medical Centre between 2001 and 2012 included in a freely available database of 

deidentified health-related data. Data on demographics, vital signs, laboratory test results, procedures, 

medications, caregiver notes, imaging reports, and mortality are all included in the database [14]-[15]. 

Meanwhile, modern data science tools, like Python and Jupyter Notebook which offer a free, time-

saving learning curve as well as user-friendly data exploring, and data visualization toolkits were used 

in developing the ML prediction system which may help to predict the patient LOS based on MIMIC3d 

dataset used in this study. 

2.2 Methods 
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Data exploration using Pandas profiling was used to perform exploratory data analysis efficiently. 

It offers a high-level API that allows a data scientist to create a detailed profile report. Overview, 

Variables, Interactions, Correlation, and Missing Values are the five key sections of the report. In a 

nutshell, pandas profiling saves us the time and effort of visualizing and understanding each variable's 

distribution. It generates a report with all of the data in one place [16]. 

At the data preprocessing stage, the MIMIC3d dataset was read as a data frame before the data were 

cleaned. The columns of input attribute with missing values; 'AdmitDiagnosis', 'religion' and 

'marital_status', the columns of input attributes with document-type of data; 'AdmitDiagnosis', 

'ethnicity' and 'AdmitProcedure', the column of 'ExpiredHospital' which is not relevant as one of the 

input attributes for the prediction, and the column of 'LOSgroupNum' were dropped from the input 

attributes. While the aggregated input attribute of 'TotalNumInteract' and other aggregated data of 

numbers was maintained as their outliers may contain meaningful information. These gave the total 

input attributes of 19. Since this is a regression prediction, the output label or the target is the 'LOSdays'. 

Next, a one-hot encoding technique was applied to the data once it was transformed from nominal to 

binary because the regression does not work well with nominal data. The data were then normalized, 

which simplifies the statistical analysis by converting many variables into a single set of values that are 

comparable to one another because some machine learning methods are sensitive to feature scaling and 

data normalization was done to improve the performance of these algorithms. 

Five regression-type supervised ML models of Xtreme Gradient Boosting Regressor, Extra Trees 

Regressor, Random Forest Regressor, Gradient Boosting Regressor and Neural Network for the LOS 

prediction were analyzed in this study with 80% and 20% of the total dataset for training and testing, 

respectively. The analysis was conducted to select the best ML model for the interactive patient LOS 

prediction dashboard. The selection was according to the lowest mean squared error and root mean 

squared error. The five ML models were chosen for the analysis as they are among ML algorithms with 

a powerful approach for building supervised regression models compared to other regressor models. 

Figure 1 shows the workflow for the analysis of machine learning models for the LOS prediction by 

using Python programming code.  

While Figure 2 shows the workflow of the interactive dashboard design. According to Figure 1, the 

development of the dashboard begins with the installation of the ExplainerDashboard, Pandas, Dash 

Bootstrap and sklearn libraries. The Pandas library is required for data manipulation and analysis using 

DataFrame while 80% and 20% of the total dataset and Dash Bootstrap libraries are for building the 

dashboard. To train the model for this regression problem, the sklearn library was used to retrieve the 

dataset, split it, and import the chosen regression-type ML algorithm which is XGBRegressor because 

it has the lowest mean squared error and root mean squared error. Next, the data were imported and 

split for the training is 80 % while another 20 % is for the testing. Lastly, the model was trained with 

the ML algorithm. Then, the dashboard was run on a local server.   
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Figure 1: The workflow for the analysis of ML model for the LOS prediction by using Python 



Mohamad Nasir et al., Evolution in Electrical and Electronic Engineering Vol. 3 No. 2 (2022) p. 687-694 
 

691 
 

 

Figure 2: The workflow of the interactive dashboard design 

 

3. Results and Discussion 

In this study, the aggregated MIMIC3d from the MIMIC-III dataset was used for the machine 

learning modeling in predicting LOS by analyzing five regression-type machine learning algorithms 

which are Xtreme Gradient Boosting Regressor, Extra Trees Regressor, Random Forest Regressor, 

Gradient Boosting Regressor and Neural Network. Table 1 summarized the results of RMSE and the 

R2 the five supervised ML algorithms. From the result of RMSE and R2 based on the test dataset in 

Table 1, it is found that the Xtreme gradient Boosting Regressor gives the best performance in predicting 

the hospital LOS using the MIMIC3d public dataset compared to other classifiers: Extra Trees 

Regressor, Random Forest Regressor, Gradient Boosting Regressor and Neural Network, because it 

gave the lowest RMSE of 3.44 and R2, is nearest to 1 which is 0.992. Therefore, the Xtreme Gradient 

Boosting Regressor has been implemented into the explainer dashboard to predict the LOS. There are 
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many advantages of Xtreme Gradient Boosting Regressor such as being highly adaptable and utilizing 

parallel processing power. This algorithm supports regularization and is faster than Gradient Boosting. 

Table 1: The results of RMSE and the value of 𝑹𝟐 

 

 

 

 

 

 

Then, the model was applied to the dashboard. The dashboard was developed using the 

ExplainerDashboard package in Python software that helps in conveniently and quickly building 

interactive dashboards for analyzing and explaining the predictions and workings of the Xtreme 

Gradient Boosting Regressor for the LOS prediction. Figure 3 shows a segment of the interactive 

dashboard interface for the LOS prediction that has been developed using ExplainerDashboard in 

Python. It shows the seven components of analysis for the user to explore in understanding the inner 

working of the Xtreme Gradient Boosting Regressor. The seven components are the regression 

performance indicators that describe how effectively the model predicts LOS day, which are Feature 

Importance, Regression Stats, Individual Predictions, What If, Feature Dependence, Feature 

Interaction and Decision Trees. In What If tab, it can show the prediction scenario by substituting the 

input values of features. This tab for assisting the administration team so that they can predict the length 

of stay of a certain patient. 

 

Figure 3: A segment of the Dashboard Interface 

 

4. Conclusion 

This study explored the fundamentals of machine learning and its use in predicting patient LOS. 

Moreover, a machine learning-based dashboard that has several interactive features were built using the 

ExplainerDashboard package in Python to enable a view of the LOS prediction and to understand the 

Item Model RMSE 𝑅2 

1 Xtreme Gradient Boosting Regressor 3.44 0.99237 

2 Extra Trees Regressor 3.54 1.0000 

3 Random Forest Regressor 3.62 0.98077 

4 Gradient Boosting Regressor 4.10 0.92082 

5 Neural Network 6.95 0.73917 
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inner workings of the Xtreme Gradient Boosting Regressor machine learning model in predicting the 

patient LOS. Thus, this interactive prediction dashboard approach could be used to discover an ML 

model for predicting the operative outcomes of a patient in a certain hospital by using its recent local 

data to help the hospital to manage its limited resources more effectively, which will ultimately lead to 

an increase in their effectiveness and efficiency in providing healthcare services. 
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