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Abstract: Dengue fever (DF) is a mosquito-borne viral illness caused by four 

categories of dengue virus (DENV), DENV-1, DENV-2, DENV-3, and DENV-4, all 

of which are members of the Flaviviridae family that mostly found in the species of 

Aedes aegypti and Aedes albopictus species. Humid and warm condition is a suitable 

condition for the breed of the mosquitoes and their lifestyle. The lack of study on the 

interaction between DIR and risk variables such as climatic variation and 

socioeconomic conditions is a problem, especially in the development of early 

warning and response system (EWARS) for dengue outbreak, which is thought to be 

crucial for increasing dengue outbreak awareness. The aim of this study is to visualize 

the trend of the dengue incidence rate (DIR), to obtain the significant climate 

variables that related to the DIR and to explore the model that best represents the data. 

The data of DIR from 2001 to 2009 specifically in the central region of Malaysia; 

Selangor and Kuala Lumpur were utilized. In achieving the objectives, scatter plot 

was used to visualize the relationship of the climate variables and DIR while Poisson 

GLM and Negative Binomial GLM model were used to model the data then statistical 

test such as AIC, BIC and deviance were utilized for the model selection. The monthly 

trend of the DIR in Selangor and Kuala Lumpur shows a seasonal trend while 

Negative Binomial GLM model is the best model for both Selangor and Kuala 

Lumpur. 

 

Keywords: Dengue, Dengue Incidence Rate, Poisson GLM, Negative Binomial 

GLM. 

 

1. Introduction 

Dengue fever (DF) is a climate-sensitive mosquito-borne viral disease [1]. DENV-1, DENV-2, 

DENV-3, and DENV-4 are four kinds of dengue virus (DENV) from the Flaviviridae family [2]. 

Dengue fever is spread to humans by female mosquitoes that was infected with the dengue virus, which 

are usually found in the Aedes aegypti and Aedes albopictus species. [3] and [4] stated that a person 
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with DF may experience symptoms such as a sudden high fever, severe headache, rash, muscle and 

joint problems, which may appear three to fourteen days after infection and last for two to seven days 

to recover. However, it could develop to more serious DF known as dengue hemorrhagic fever (DHF) 

and dengue shock syndrome (DSS) since both have higher rate of fatality and complications of the 

disease. 

Mosquitoes prefer humid and warm climates, which are suitable for their breed and lifestyle. As a 

result, more mosquitos will reproduce, which will lead to more dengue cases. Previous research by [5] 

has shown that local meteorological factors, as well as non-climatic epidemiologic and ecologic 

variables, have a role in the DIR trend. Climate fluctuation in temperature and precipitation is said to 

be the most effected in DF, among other environmental factors, in the cause of the rise in DIR [6]. Apart 

from weather-related temperature changes, socioeconomic factors play an important role in dengue 

fever spread. Income, age, population density, drainage, water supply, and sanitation are all 

socioeconomic factors that may affect the DIR. 

The lack of research on the relationship between DIR and risk variables such as meteorological 

variation and socioeconomic situations is an issue, particularly in the development of early warning and 

response system (EWARS), which is considered critical to increase the responsiveness of dengue 

outbreaks. Furthermore, the link between all climatic conditions and DIR is ambiguous and undefined. 

Not only that, additional risk variables including socioeconomic situations have not been well 

investigated in relation to dengue fever. Dengue fever cases, on the other hand, have risen steadily 

throughout the year, becoming an endemic that has a worldwide impact in a variety of ways. 

Dengue fever has grown unmanageable and continues to spread due to a lack of public awareness 

about the disease. Any illness or health condition may be prevented if everyone, including the general 

public, is aware of the disease's risks and causes. In Malaysia, the lack of information accessible at the 

local geographic scale makes it difficult to stick to the schedule while researching meteorological 

conditions and dengue outbreaks. 

The research questions that were considered in this research were the dengue incidence rate in the 

central region of Malaysia, the possible factors of the dengue incidence rate especially in the central 

region of Malaysia, the visualization of the dengue incidence rate in the central region of Malaysia and 

to what extend can the model used describe the relationship between the dengue incidence rate and the 

potential factors.  

 The objectives of this research are to obtain and visualize the DIR of the Selangor with the variables 

obtained using R software, to explore the possible factors of DIR in Selangor and to model the DIR and 

the possible factors by using Negative binomial GLM. In addition, the Poisson GLM and the Negative 

binomial GLM model will be compared by choosing the best model that could represent the data. 

 

2. Materials and Methods. 

2.1 Materials 

This study uses monthly data of dengue cases of Selangor and Kuala Lumpur from 2001 to 2009. 

The data of the population was obtained from Department of Statistics Malaysia (DOSM). The climate 

variables were obtained from Department of Irrigation and Drainage Malaysia (DDIM), Malaysian 

Meteorological Department (MMD), National Centre for Environmental Prediction (NCEP) and 

National Centre for Atmospheric Research (NCAR). The monthly number of dengue cases collected 

from Ministry of Health (MOH) and State Health Department of Selangor. 
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Table 1: Data Description 

Variables Description 

State State used which is Selangor and Kuala Lumpur 

Region The region of each state 

Year Year; 2001 to 2009 

Month Month data since monthly trend will be observed 

DF Number of dengue fever cases 

DHF Number of dengue hemorrhagic fever cases 

Death Number of deaths 

Latitude The latitude of the states 

Longitude The longitude of the states 

Population Number of populations in the states 

Nino4 ENSO values; the temperature of sea surface 

Rain Number of rainfalls 

Precipitation The precipitation of the weather 

Temperature Temperature obtained 

Humidity The humidity in each state 

Days Number of rainy days in Selangor and Kuala Lumpur 

DIR Dengue incidence rate 

 

2.2 Calculation of Dengue Incidence Rate 

The dengue incidence rate was first calculated in the study. Dengue Incidence Rate (DIR) could be 

defined as a number of confirmed dengue cases of DF and DHF that divided to a number of populations 

of the state   for the particular year and month [7]. The DIR is calculated per 100,000 persons at the risk 

by using formula below: 

                                                              𝐷𝐼𝑅 =
𝑦𝑠𝑡

𝑝𝑠𝑗
 × 100,000                                                              𝐸𝑞. 1 

where the yst is the number of confirmed dengue cases in state in month while psj is the population 

in the state per year. 

2.3 Data Cleaning and Lag Variable Process 

Data cleaning were conducted to clean out the missing data from the actual data. The missing data 

can lower the power of statistics and resulting in the bias of the outcomes and thus the outcomes will 

be inaccurate and defective [8]. Then, the process of adding new lag variables where each variable that 

will be used as the descriptive variable were lagged from 1-month lag to 7-month lag. Lag variables are 

commonly employed as a reliable technique for eliminating residual autocorrelation and modelling 

dynamic data-generating processes [9]. 

2.4 Visualisation of DIR  

The visualization of the data of DIR in each state was done accordingly to see the trends in the DIR 

from 2001 to 2009 in Selangor and Kuala Lumpur. Visualisation is the technique used to analyse the 

data to see the trend more clearly and create more different ways in making effective decision making 

[10]. Visualisation allows researchers to filter the variables that they needed and can reduced the amount 

of unnecessary data [11]. In this section, the visualization of the DIR with states; Selangor and Kuala 

Lumpur were used as the background context and will not represent the main modelling. 
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2.4 Covariate Selection 

Then, variables that have significant relationship with the independent variable was chosen among 

the large number of other variables. In this process, the visualization in the form of scatter plot were 

used to identify the possible relationship of monthly DIR with the climate and non-climate variables. 

Scatter plots are one of the most effective and widely used visual data exploration tools since it may be 

used to determine the correlation between two points, clusters, variables, or massive quantity of 

multidimensional data [12]. The climate variables may consist of temperature, humidity, ENSO values, 

number of rainy days and rainfall. 

2.5 Generalised Linear Model 

The model of Poisson GLM and Negative Binomial GLM model were built for both Selangor and 

Kuala Lumpur after significant variables were chosen based on scatter plot. GLM is also known as 

identifying two components and the response variable is belong to the exponential distribution family 

[13]. The Poisson model was used to model dengue counts data. The count data, on the other hand, is 

very susceptible to overdispersion. Because the Poisson distribution assumes that the mean and variance 

values are equal, the presence of overdispersion might have an impact in the outcome. To deal with 

overdispersion, Poisson GLM should be enlarged to a model called Negative-binomial GLM, which is 

capable of handling overdispersion. According to [14], we may convert the model to a negative binomial 

model to adjust to the overdispersion. Thus, to counteract the presence of overdispersion, the Negative 

Binomial GLM was used.  

Two model each was built since both state of Selangor and Kuala Lumpur were observed. The 

models then were written following the equation below: 

                                                                  𝑦 ~ 𝑃[𝜇𝐼] = 𝑃[𝑝𝑖 , 𝜌𝑖]                                                                   𝐸𝑞. 2 

                                                                 𝑦 ~ 𝑁𝐵 [𝜇𝐼 , 𝜃1] = 𝑃[𝑝𝑖 , 𝜌𝑖, 𝜃1 ]                                                   𝐸𝑞. 3 

                                                     log 𝜇𝑖 = log 𝑝𝑖 + log 𝜌𝑖 =  𝑙𝑜𝑔 𝑝𝑖 +  𝛽0 +  ∑ 𝛽𝑗

𝑝

𝑗=1

𝑥𝑗𝑖                          𝐸𝑞. 4 

where 𝑝𝑖 represents the population size, DIR represented by the symbol 𝜌𝑖 and for Negative 

Binomial, 𝜃1 represents the mass probability function and 𝑥𝑗𝑖 represents the predictors variable that 

significant that had been selected based on the visualization of the scatter plots.  

2.6 Model Selection 

Since both Poisson and Negative-Binomial model were done in this study, a model selection was 

done by comparing the value of AIC, BIC and deviance. AIC or Akaike Information Criterion is value 

that considered as the estimator of the error predictor and estimates the relative information lost from 

the model. BIC or Bayesian Information Criterion is a method of scoring and selecting a model. The 

lesser the AIC value, the better the model since the information loss are lesser. However, the values of 

AIC are inconsistent since the when n is quite large, non-vanishing on selecting the unneeded model 

[15]. The model with the lowest AIC, BIC, and deviation value is the better model to be utilised 

according to the results. 

                                                                   𝐴𝐼𝐶 =  −2 ln(𝐿) + 2𝑘                                                               𝐸𝑞. 5 

                                                                   𝐵𝐼𝐶 =  −2 ln(𝐿) + 𝑘𝑙𝑜𝑔(𝑛)                                                     𝐸𝑞. 6 

where L is the log likelihood of the model, k is the number of factors in the model and n is the 

sample size.  In the other hand, deviance explained the difference of the fitted model log likelihood, 



Harun et al., Enhanced Knowledge in Sciences and Technology Vol. 2 No. 1 (2022) p. 112-121 

 

116 
 

ln(�̂�) and the saturated model likelihood ln (𝐿) that can be seen by the Eq. 2.7 below. Hence, it will be 

required to be included in the statistical tests.  

                                                                 𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒 = 2[ln(�̂�) − ln (𝐿)]                                                   𝐸𝑞. 7 

 

3. Results and Discussion 

A discussion of the results was held when the data analysis procedure was achieved using R 

software and following the approaches outlined in the methodology. After calculating the DIR value, 

the missing data then were deleted and left only 1260 data from 1297 data available. Then, the 

processing of adding the lag variables resulting in the addition of variables from 27 variables to 84 

variables.  

3.1 Trend of DIR  

Both trend of DIR annually and monthly were visualized for Selangor and Kuala Lumpur from 

2001 to 2009. Year 2008 recorded the highest DIR in Selangor while year 2006 recorded the highest 

DIR in Kuala Lumpur. Meanwhile, the lowest DIR documented was on 2001 for both Selangor and 

Kuala Lumpur. 

 

Figure 1: Annual DIR per 100,000 populations in (a) Selangor and (b) Kuala Lumpur 

Generally, the annual DIR movement in Selangor shows an increasing trend throughout the year 

2001 to 2009. In Figure 1, an annual DIR per 100,000 populations can be seen clearly in Selangor that 

illustrates an increasing trend of DIR from 2001 to 2002. However, the DIR declines with an 

approximate of 39% decrement in 2003 and continue rising until 2005. In 2006, a slight decrease in 

DIR can be shown. Next, the DIR starts increasing greatly up to peak in 2008 with the number of 21,262 

cases which is the highest number of cases recorded among the year 2001 to 2009. However, the DIR 

slightly decrease in subsequent year, 2009.  

Meanwhile, the annual DIR per 100,000 populations in Kuala Lumpur shows a sharp increase from 

2001 to 2002 with a 63% increment of the DF and DHF cases recorded. Then, the DIR shows a minor 

decrement in the year 2003 followed an increment in 2004. Then, the DIR decreased in 2005. Then, in 

2006, the DF and DHF reported cases recorded the highest with a total of 7804 cases and average DIR 

of 43.4 per 100,000 populations. Nonetheless, the trend of the DIR started to decrease sharply from 

with a two-fold decrement from 2006 to 2009 in Kuala Lumpur. 
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Figure 2: Monthly DIR per 100,000 populations in (a) Selangor and (b) Kuala Lumpur 

Generally, the pattern of DIR in both Selangor and Kuala Lumpur based on Figure 2 above were 

quite similar which is a seasonal pattern. Seasonal variations in incidence rates are common in all 

vector-borne diseases, according to [16], because of the vector's life cycles and their need on the local 

climate for breeding sites and an appropriate temperature. The DIR per 100,000 people in Selangor 

plummeted from January to April, then began to climb in May before dropping slightly in June. Then, 

in July, a little increase of around 5%, followed by a drop in DIR the following month, August through 

September. Following a spike of almost 18 percent in October, Selangor's mean monthly DIR fell 

somewhat in November. The DIR, on the other hand, climbed substantially in December. The Northeast 

monsoon, which occurs between November and March, may have an impact on the monthly DIR pattern 

in Selangor. Considering Selangor and Kuala Lumpur are located in Malaysia's middle area, they may 

be impacted by the Northeast monsoon. The Northeast monsoon delivers heavy rain and stormy seas to 

the exposed coastlines of Southwestern Sarawak and northern and North-eastern Sabah, as well as 

flooding in some part of Peninsula's eastern [17]. Due to the high temperatures and humidity during the 

Northeast monsoon, it will be a suitable condition for the breeding of the Aedes mosquitoes.  

For the first four months, the monthly DIR per 100,000 populations in Kuala Lumpur has been 

rapidly declining. The DIR then climbed dramatically in the following months, from April to July. The 

Southwest monsoon, which runs from May to September, may be the reason for the peak of DIR in the 

middle months. The Southwest monsoon mostly impacts Sabah's Southwestern coastal strip, which is 

prone to floods. Although neither peninsular nor insular Malaysia are in the tropical cyclone (typhoon) 

belt, their shores are periodically subjected to storms, which bring torrential rainstorms [17]. A declined 

in DIR can be seen in August to September and started to increase in November to December. Based 

on Figure 2, the high DIR recorded in both early month and latest month of Kuala Lumpur may be cause 

by the Northwest monsoon.               

3.2 Model Framework 

The previous significant variables that were chosen based on the scatter plot were then included in 

the model framework. The significant variables that were chosen are Nino4, precipitation, humidity, 

rainy days lag 2 months, rainy day lag 3 months, rainfall and rainfall lag 3 months for Selangor and 

Nino4, precipitation, precipitation lag 3 months, humidity, rainy days lag 2 months, rainy days lag 3 

months, rainfall and rainfall lag 2 months were chose for Kuala Lumpur. Then, the significant variables 

were modelled by using Poisson and Negative Binomial GLM.  
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Table 2: Summary of Poisson GLM Model of Selangor 

Coefficients Covariates Estimate Pr(>|z|) 

αPS Intercepts 4.0530 0.0000  

1 NINO4 -0.0336 0.0000 

2 Precipitation 0.0171 0.0000 

3 Humidity -0.0015 0.2860     

4 Rainy days Lag 2 -0.0371 0.0000 

5 Rainy days Lag 3 0.0490 0.0000 

6 Rainfall  -0.0018 0.0000 

7 Rainfall Lag 3 -0.0007 0.0000 

 

       Table 3: Summary of Negative Binomial GLM Model of Selangor 

Coefficients Covariates Estimate Pr(>|z|) 

αNBS Intercepts 1.2334 0.6140 

1 NINO4 0.0505 0.4860 

2 Precipitation 0.0283 0.1960 

3 Humidity 0.0025 0.9000 

4 Rainy days Lag 2 0.0306 0.2040 

5 Rainy days Lag 3 -0.0203 0.3200 

6 Rainfall  -0.0005 0.3690 

7 Rainfall Lag 3 -0.0020 0.0000 

 

In the Poisson model of Selangor, the significant climate variables were modelled. This model has 

a strong connection due to the calculated p-value that is lesser than 0.05 significance level. Besides, all 

the value of each variable computed in the model shows a statistically significant relationship by having 

p-value less than 0.05 except for variable humidity. Hence, the relationship between DIR and the 

climate variables of Nino4, precipitation, rainy day lag 2 months, rainy days lag 3 months, rainfall and 

rainfall lag 3 months are statistically significant at 0.05 significant level. 

Table 3 above shows a Negative Binomial model of Selangor. The variables were the same with 

the previous Poisson model of Selangor. The Negative Binomial model of Selangor above are not 

statistically significant due to the higher p-value than 0.05 significance level. Only rainfall lag 3 months 

have a very strong relationship with the DIR compared to the other variables since the p-value is lesser 

than 0.05 significance level. Hence, variable rainfall lag 3 months can be concluded to have a strong 

relationship with the DIR in Selangor. 

Table 4: Summary of Poisson GLM Model of Kuala Lumpur 

Coefficients Covariates Estimate Pr(>|z|) 

αPKL Intercept -5.949 0.0000 

1 Rainy days Lag 2 -0.0862 0.0000 

2 Rainy days Lag 3 0.0534 0.0000 

3 Rainfall 0.0004 0.0000 

4 Rainfall Lag 2 -0.0011 0.0000 

5 Humidity -0.0099 0.0000 

6 Precipitation 0.0216 0.0000 

7 Precipitation 

Lag 3 

-0.0120 0.0000 

8 NINO4 -0.3726 0.0000 
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Table 5: Summary of Negative Binomial GLM Model of Kuala Lumpur 

Coefficients Covariates Estimate Pr(>|z|) 

αNBKL Intercept -6.3416 0.0109 

1 Rainy days Lag 2 -0.1001 0.0001 

2 Rainy days Lag 3 0.0614 0.0097 

3 Rainfall  0.0002 0.7830 

4 Rainfall Lag 2 -0.0010 0.0548 

5 Humidity -0.0018 0.9271 

6 Precipitation 0.0179 0.5290 

7 Precipitation Lag 

3 

-0.0081 0.7233 

8 NINO4 0.3627 0.0000 

 

Table 4 above shows a Poisson model of Kuala Lumpur. Significant climate variables that were 

chosen previously consists of rainy days lag 2 months, rainy days lag 3 months, rainfall, rainfall lag 2 

months, humidity, precipitation, precipitation lag 3 months and Nino4. The model is statistically 

significant due to the p-value lesser than 0.05 significance level of all climate variables in the model. 

As a conclusion, rainy days lag 2 months, rainy days lag 3 months, rainfall, rainfall lag 2 months, 

humidity, precipitation, precipitation lag 3 months and Nino4 shows a very strong relationship with 

DIR in Kuala Lumpur since all the p-values computed is less than 0.05 significance level. 

The Negative binomial model of Kuala Lumpur is statistically significant because the overall p-

value of the model is lesser than 0.05 significance level. Next, variables rainy days lag 2 and 3 months 

along with Nino4 shows a strong association with the DIR in Kuala Lumpur since the p-value is lesser 

than 0.005 significance level. Next, based on the result, Nino4 have the most positive relationship with 

DIR considering the estimate value is 0.3627 which is the highest. 

3.3 Model Selection 

Both Negative Binomial and Poisson model that have been developed then undergone a statistical 

test to choose the best model between them. The statistical test used were AIC, BIC and deviance to 

observe which of the model has lesser variability. After the evaluation of the model, the results then 

were shown in the Table 6 and Table 7. 

Table 6: Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and Deviance 

for Model Poisson GLM Selangor and Model Negative Binomial GLM Selangor 

Statistical Test Model Poisson GLM Selangor Model Negative Binomial 

Selangor 

AIC 21799 1576 

BIC 21820 1600 

Deviance 20883 109 

 

Based on Table 6, between Poisson and Negative Binomial model of Selangor, Negative Binomial 

computed the lesser value in all AIC, BIC and deviance. The AIC number of the Negative Binomial 

model of Selangor is 1576 while the Poisson model is 21799. Meanwhile, the BIC value of the Negative 

Binomial model of Selangor is 1600 compared to the Poisson model of Selangor with a value of 21820. 

In addition, the deviance of the Negative Binomial model of Selangor is relatively low which is 109 

compared to the Poisson model of Selangor which is 20883. As a conclusion, for Selangor, the best 

model that represents the relationship of DIR and the climate variables is Negative Binomial model 

since this model have lesser variance.  
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Table 7: Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and Deviance 

for Model Poisson GLM Kuala Lumpur and Model Negative Binomial GLM Kuala Lumpur. 

Statistical Test Model Poisson GLM Kuala 

Lumpur 
Model Negative Binomial 

GLM Kuala Lumpur 

AIC 9802 1410 

BIC 9826 1436 

Deviance 8926 108 

 

For Kuala Lumpur, the best model is Negative Binomial model due to the AIC, BIC and deviance 

values which are 1410, 1436 and 108 respectively. The variance of the Negative Binomial model of 

Kuala Lumpur is relatively low than the Poisson model of Kuala Lumpur with the value of 9802 for 

AIC, 9826 for BIC and 8926 for the deviance 

 

4. Conclusion 

All the objectives of the study had been fulfilled and were discussed in detail. The illustration of 

the DIR trend in both Selangor and Kuala Lumpur was plotted in accordance with the objectives. While 

the tendency is explained by the monsoon, it can be argued that climatic variability had an influence on 

the DIR in Selangor and Kuala Lumpur from 2001 to 2009. All 84 variables contained in the data, 

including the lagged variables data, were shortlisted as significant variables. The significant variables 

were identified by looking at the trend on the scatter plot. Nino4, precipitation, humidity, rainy days lag 

2 months, rainy days lag 3 months, rainfall, and rainfall lag 3 months are the main climatic factors for 

Selangor, according to the findings. Based on the Poisson GLM model of Selangor, all selected climate 

variables were said to strongly correlated with the DIR except humidity while the Negative Binomial 

model of Selangor computed that only rainfall lag 3 months affect the DIR in Selangor from 2001 to 

2009. Furthermore, the Poisson model of Kuala Lumpur indicates that all climate variables that were 

selected have strong association with the DIR in Kuala Lumpur from 2001 to 2009. On the other hand, 

the Negative Binomial model of Kuala Lumpur concluded that only rainy days lag 2, rainy days lag 3 

months and Nino4 have strong association with the DIR. Last but not least, the model selection objective 

which is the last objective of this research indicates that for both state of Selangor and Kuala Lumpur, 

Negative Binomial model is the best model since the AIC, BIC and deviance value is lower than the 

Poisson model. 
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